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Optoelectronic systems have many important applications, and they have be-

come ubiquitous in the contexts of communications and sensing. In recent years,

optical and optoelectronic systems have been of interest for two newer purposes:

generators of random bits and experimental dynamical systems used to understand

chaos theory and synchronization.

Random bit generators are needed for secure communication, encryption, and

Monte Carlo simulations. Algorithm-based pseudorandom number generators are

susceptible to being hacked or producing incorrect numerical results in simulations,

so physical noise-based sources of random numbers are needed. We have constructed

a random bit generator based on amplified spontaneous emission (ASE), with gen-

eration rates of 12.5 Gbit/sec [1]. We develop an understanding of the mechanism

behind generating random bits from ASE, and we demonstrate its suitability as a

random number generator by standard statistical testing used to evaluate the ran-

dom bits. This is the first use of ASE as a physical random number generator



(RNG).

Coupled dynamical systems are present in numerous contexts in the natural

and man-made world. From neurons in the brain to coupled lasers to pedestrians

on a bridge, it is important to understand how coupled dynamical systems or oscil-

lators can synchronize in different ways. While many studies of coupled dynamical

systems are conducted analytically and numerically, experimental studies are cru-

cial for understanding how systems with real noise and features, which may not be

accounted for in the models, actually synchronize. Experimental dynamical systems

can display phenomena not previously studied or expected, guiding the development

of more sophisticated models and the direction of analytical and numerical work,

and experiments offer means for quickly exploring parameter space.

Sorrentino and Ott first proposed a theoretical formulation that described a

counterintuitive phenomenon they referred to as group synchrony [2]. We show an

experimental realization of group synchrony, in which the oscillators are grouped

based on different parameters for each group [3]. Despite being coupled only to the

oscillators in the dissimilar group, oscillators in the same group identically synchro-

nize, through the mediation provided by the other group.

Unidirectional rings of oscillators have been studied in order to understand

synchronization between coupled neurons, which can contribute to functions such

as locomotion [4, 5]. We show an experimental realization of a uni-directional ring

coupling configuration, with tunable coupling delays [6]. By changing the coupling

delays, we show that it is possible to obtain different synchronization states. We

compare experimental results to numerical simulations and calculations of the sta-



bility of the synchronous states.

We present an experiment of four delay-coupled optoelectronic oscillators as

the first experimental observations of both of these novel synchronization phenomena

in simple networks of coupled oscillators.
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Chapter 1: Introduction

In recent decades, fiber optics have become extremely prevalent in industrial

and research settings. Particularly notable is their use in communications, where

optical fiber’s lower loss and immunity to electromagnetic interference are signifi-

cant advantages over electrical cabling for long-distance communication transmis-

sion. Additionally, optical systems have potential for significantly higher speeds

than electronic systems, which is a tremendous advantage as technologies push for

increasingly higher speeds of data transfer. In the laboratory, using fiber optics in

the place of free-space optics removes much of the tedious work of aligning and re-

aligning laser beams and lenses. In many cases, fiber-optic-based components and

equipment can be purchased “off the shelf” and assembled quickly. Although some

care must be taken not to bend fibers in a way that would attenuate the optical

signal, it is generally simple to move individual components or an entire system

without affecting the integrity of the experiment.

The experiments presented in this dissertation take advantage of the flexibil-

ity and ease of use of fiber optic based systems and optoelectronic systems that

are partly constructed of optical components and partly of electronic components.

The uses of these components and systems presented here are of two different va-
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rieties. The first is for random number generation and the second is for study of

synchronization in a small network of oscillators.

1.1 Nonlinear Dynamics and Chaos

In the 1960s, Edward Lorenz had developed a mathematical model for atmo-

spheric air flow with what are simple equations. Despite the simplicity of the model,

he discovered that running numerical simulations from slightly different values of

initial conditions could lead to drastically different results [7]. This observation of

the phenomenon that later became known as chaos beautifully illustrated an im-

portant feature of a chaotic system, that of sensitivity to initial conditions. In a

chaotic system, the dynamics as time evolves are completely determined by a set of

equations of motion, making it a deterministic system. Thus, if the equations and

initial conditions are precisely known, the evolution of the system can be exactly

predicted. However, in real systems, the initial conditions are subject to uncertainty.

As the system evolves in time, what began as a slight difference in initial conditions

in phase space will become a difference in the position in phase space that increases

exponentially in time, until there is no correlation between the two points.

Chaos has been observed or studied in many natural and man-made systems,

including economics [8], population dynamics [9], biology [10], fluid dynamics [11],

lasers [12], chemical reactions [13]. Some applications of chaos include secure com-

munication [14,15], radar [16], and random number generation [17–21].
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1.2 Synchronization

The phenomenon of synchronization between two coupled oscillators was ob-

served by Christiaan Huygens in 1665, when he observed “an odd kind of sympathy”

between two pendulum clocks hung on a common beam [22]. Huygens observed that

the two pendulums oscillated with the same frequency, but in opposite directions

from each other. These observations have been repeated experimentally and ana-

lyzed by Bennett, et al. in 2002, and they have presented a simple model of synchro-

nization, which requires certain restrictions on the coupling between the oscillators,

provided by the beam [23].

Even more interesting than synchronization between two periodic oscillators

is synchronization between two chaotic oscillators, first studied in the 1980s [24–27].

Synchronization between two chaotic oscillators is not as intuitive as that between

periodic oscillators because of the sensitivity to initial conditions that characterizes

chaos, as described in sec. 1.1. However, despite this sensitivity to initial conditions,

two or more chaotic oscillators can, in many cases, become synchronized so that their

dynamics evolve exactly along the same trajectory in phase space.

There are many types of synchronization patterns that are possible. In identi-

cal or amplitude synchrony, the oscillators follow the exact same trajectory in phase

space. If the oscillators always have exactly the same states at exactly the same

time, then they display identical, isochronal synchrony. If two oscillators are phase

synchronized, then their amplitudes are not identical, but their phases are correlated,

which can be observed, for example, if the zero-crossings of a time series signal oc-
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cur simultaneously. Two systems can also display lag or time-delayed synchrony if

their dynamics are the same (either in amplitude or phase) but one is delayed with

respect to the other. For example, time-delayed synchrony can arise when one oscil-

lator is driven via unidirectional coupling by another, nominally identical oscillator,

but there is some communication delay in the coupling between the oscillators [28].

In this dissertation, we examine synchronization patterns between multiple

coupled oscillators. These oscillators can have chaotic or periodic dynamics, and

display different synchronization patterns depending on the system parameters and

coupling configuration. We study this synchronization using optoelectronic exper-

imental systems that enable observations of these synchronization patterns in our

laboratory.

1.3 Random Number Generation

Random numbers are needed for many applications, including encryption and

Monte Carlo simulations. Pseudo-random number generators based on algorithms

are sufficient for certain applications, but the need for cryptographically secure

random numbers to be generated at high speeds has led to interest in physical

means of generating random numbers [17–21,29–32].

One interesting proposed application of chaotic dynamics is for high-speed

random number generation. The broadband signals often generated from chaotic

systems and the unpredictability of chaotic systems make them ideal candidates for

random number generation. Several groups have reported experiments based on
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chaotic optical systems that can generate bits at rates above Gb/sec [17–21]. In this

dissertation, however, we will consider a method for generating random numbers

based on optical noise from amplified spontaneous emission, rather than from a

chaotic source.

1.4 Outline of Thesis

In Chap. 2, we will present a scheme for physically generating random bits

based on amplified spontaneous emission. We will describe the theoretical framework

and experimental set-up. We will report the statistical properties of the measured

bits and show that this is a suitable method for generating random bits at high bit

rates of 12.5 Gb/s.

In Chap. 3, we will describe the experimental configuration of an optoelec-

tronic loop with time-delayed feedback. This system can generate a wide variety

of dynamics. This system can also be well-modeled using time-delay differential

equations or iterated maps, and we will derive the equations used to model this

system.

In Chap. 4, a system of four coupled optoelectronic feedback loops, individually

described in Chap. 3 and operated in the chaotic regime, is used to produce and

study group synchrony. Two groups are formed, with each group consisting of

two oscillators for the experiment. Each group may have different parameters, but

in group synchrony, all of the oscillators in one group have identical equations of

motion and parameters. In this case, there are no connections between members of

5



the same group, yet those oscillators will identically synchronize, without identically

synchronizing with the other group. Cluster synchrony, a special case where all of

the oscillators are identical, yet they still synchronize in two distinct groups, is also

observed in the experiment. We show theoretical calculations predicting the stability

of group synchrony and compare experimental results with theoretical calculations

and numerical simulations.

In Chap. 5, we report an experiment of four optoelectronic oscillators delay-

coupled unidirectionally in a ring. By varying the coupling delays, we observe

different synchronization states, including isochronal synchrony, cluster synchrony,

and splay-phase synchrony. By asymmetrizing the coupling delays, we can generate

a variety of synchronization states.

Chapter 6 provides the conclusion to the thesis and suggestions for future

work.
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Chapter 2: Random Bit Generator Based on Amplified Spontaneous

Emission

This chapter is based on work from the following publication: Fast Physi-

cal Random Number Generator Using Amplified Spontaneous Emission, C. R. S.

Williams, J. C. Salevan, X. Li, R. Roy, and T. E. Murphy, Optics Express 18,

23584 (2010), c©2010 by OSA.

2.1 Overview

Random number generators are important for a variety of applications, in-

cluding encryption, secure key generation, gaming and Monte-Carlo calculations.

Most of these applications employ pseudo-random number generators (PRNGs) –

deterministic algorithms implemented on a computer or dedicated hardware that

generate a seemingly unpredictable sequence of bits that are statistically indistin-

guishable from a truly random sequence. Although PRNGs are cost-effective and,

in most cases, efficient, they suffer from the vulnerability that the future (and in

some cases past) sequence can be deterministically computed if one discovers the

seed or internal state of the algorithm. In weak PRNG algorithms, the internal state

can be inferred by observing a sufficiently long history of the bit sequence. Even
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in Monte-Carlo simulations, where security is unimportant, pseudorandom number

generators can yield erroneous results [33].

For these reasons, there is growing interest in physical random number genera-

tors that produce random bits from inherently random or chaotic physical processes.

Examples of physical processes used for random number generation include radioac-

tive decay [34, 35], electrical thermal noise [29, 30], timing jitter in electrical oscil-

lators [36–38], chaotic electrical circuits [39–41], and atmospheric RF noise [42]. In

general, these systems are slow in comparison to pseudorandom number algorithms.

Increasingly, optical or optoelectronic systems are being explored for random num-

ber generation. Shot noise has been exploited to produce random bits at rates up to

4 Mb/s, using photon-counting detectors with weak lasers or LEDs [31,32]. Optical

homodyne detection of vacuum fluctuations has been used to produce random bits

at a 6.5 Mb/s [43]. Dark noise collected from CCDs has been used as a seed for pseu-

dorandom number generators [44]. Phase noise produced in a distributed feedback

laser has been used to generate random bits at rates up to 500 Mb/s [45, 46]. Re-

cently, chaotic semiconductor lasers have been used to generate random bits at 1.7

Gb/s [17], or much faster when coupled with high-speed analog-to-digital conversion

and digital post processing [18–21].

We report here a simple, scalable method of generating random bits using fil-

tered amplified spontaneous emission (ASE) produced in a fiber amplifier. Spectrally-

sliced ASE produces a fast, fluctuating signal that is much stronger than the back-

ground electronic noise, and can produce random bits at rates limited only by the

bandwidths of the optical filter and electrical photoreceiver. Using only threshold
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Figure 2.1: Simplified block diagram of a spectrally-filtered ASE noise
source. The input optical signal u(t) is assumed to be white optical noise
with spectral density S0, which passes through a bandpass filter (HBP),
square-law photodetector with responsivity R, and lowpass filter (HLP)
to produce an output photocurrent i(t).

detection and XOR decorrelation techniques, we achieve 12.5 Gb/s random number

generation, and confirm the quality of the resulting random bit sequence using ac-

cepted statistical tests developed for cryptographic security. The system uses only

standard fiber optic components found in conventional digital telecommunication

systems, and could be easily multiplexed into parallel wavelength channels by using

WDM filter technology to spectrally slice the ASE spectrum.

2.2 Theoretical Framework

Amplified spontaneous emission is one of the most significant and ubiquitous

noise sources in modern fiber optic telecommunication systems, and its statistical

properties are well understood. In the present system, filtered amplified spontaneous

emission noise is detected in a square-law photodetector, generating a noisy base-

band electrical current that is referred to as “ASE-ASE beat noise.” We summarize

here the key relations that govern the power spectrum, signal-to-noise ratio, and

probability distribution of ASE-ASE beat noise, as these terms ultimately govern

the speed and performance of our random bit generator.
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Fig. 2.1 is a block diagram that defines the key elements used to produce

the noise signal from which we generate random numbers. The input optical noise

signal u(t) is taken to be white noise generated by amplified spontaneous emission

with a power spectral density of S0. We assume that the noise is polarized, both

to simplify the analysis and also because that is how our experimental system is

constructed. The noise passes through an optical bandpass filter that has a (dimen-

sionless) complex transfer function HBP(f), so that the power spectral density of

the emerging optical signal is S0|HBP(f)|2. The photodiode produces an electrical

current proportional to the squared magnitude of the optical field, and the resulting

photocurrent is passed through a low-pass filter with transfer function HLP(f).

The photocurrent statistics depend on the characteristics of the bandpass and

lowpass filters used. Therefore, in the equations that follow we provide both the

general equation and also specific expressions for the case when both the bandpass

and lowpass filters are Gaussian, i.e.,

|HBP(f)|2 = exp

[
−(4 ln 2)

(f − f0)2

B2
BP

]
, |HLP(f)|2 = exp

[
−(ln 2)

f 2

B2
LP

]
(2.1)

where BBP and BLP represent the 3 dB bandwidths of the bandpass and lowpass

filters, respectively.

The mean photocurrent generated by amplified spontaneous emission is pro-

portional to the total integrated optical noise power,

〈i〉 = RS0HLP(0)

∫ ∣∣HBP(f)
∣∣2df (2.2a)

= RS0BBP

√
π

4 ln 2
(Gaussian) (2.2b)
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where R denotes the responsivity of the photodiode, HLP(0) is the DC gain of

lowpass filter1, and Eq. (2.2b) gives the specific result for the case of Gaussian

filters.

The power spectral density of the photocurrent noise is given by [47,48]

Si(f) = R2S2
0 |HLP(f)|2

∫ ∣∣HBP(f ′)HBP(f + f ′)
∣∣2df ′ (2.3a)

= R2S2
0BBP

√
π

8 ln 2
exp

[
−(ln 2)

(
1

B2
LP

+
2

B2
BP

)
f 2

]
(Gaussian) (2.3b)

where, as before, Eq. (2.3a) gives the general expression and Eq. (2.3b) reflects the

specific case when Gaussian filters are used. Note for the Gaussian filter case, the

photocurrent noise spectrum will also be Gaussian, with a noise bandwidth of

Bnoise =

(
1

B2
LP

+
2

B2
BP

)−1/2
(Gaussian) (2.4)

The photocurrent variance can be directly calculated by integrating the noise

spectrum2,

σ2
i =

∫
Si(f)df = R2S2

0

∫∫ ∣∣HLP(f)HBP(f ′)HBP(f + f ′)
∣∣2df df ′ (2.5a)

= R2S2
0B

2
BP

( π

4 ln 2

)(
1 +

B2
BP

2B2
LP

)−1/2
(Gaussian) (2.5b)

where again, the second equation reflects the specific case of Gaussian bandpass and

lowpass filters.

1Because the responsivity R is typically measured at DC frequencies, one typically takes

HLP(0) = 1 with the assumption that any DC filter attenuation has been factored into R.
2Note that for simplicity, we have omitted the DC photocurrent contribution to Si(f), which

would appear as a term proportional to 〈i〉2 δ(f). Thus, Eq. (2.3a) represents the power spectral

density of the zero-mean process i(t)− 〈i〉.
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The probability distribution of the photocurrent depends on the bandpass and

lowpass filters used, and in general must be evaluated numerically [49]. However,

in most practical cases of interest, the photocurrent probability distribution is well-

approximated by a gamma distribution [50–52],

pi(x) = xa−1
exp(−x/b)
baΓ(a)

, x > 0 (2.6)

where the dimensionless shape parameter a describes the signal to noise ratio [53],

a =
〈i〉2

σ2
i

=

H2
LP(0)

(∫
|HBP(f)|2df

)2

∫∫ ∣∣HLP(f)HBP(f ′)HBP(f + f ′)
∣∣2df df ′ (2.7a)

=

(
1 +

B2
BP

2B2
LP

)1/2

(Gaussian) (2.7b)

One interesting property of ASE-ASE beat noise, apparent from Eq. (2.7b), is that

the signal-to-noise ratio (a) depends only on the bandwidths of the optical and

electrical filters employed.

In a practical system, the mean photocurrent 〈i〉 cannot be too large, or else

the photoreciever will saturate, producing only a DC output with no noise. This

saturation will occur even if the output signal is AC-coupled. Therefore, in order

to produce a strong electrical noise signal at the output without saturating the

photoreceiver, one seeks to minimize the signal-to-noise ratio. From Eq. (2.7b), this

can only be achieved by choosing bandpass and lowpass filters that have comparable

bandwidths.
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Bandpass Filter (FBG)
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Figure 2.2: System used to generate random bits at 12.5 Gb/s. Amplified
spontaneous emission (ASE) is generated in an Er/Yb-doped fiber that
is continuously pumped by a 1 W, fiber-coupled 915 nm semiconductor
laser diode. The resulting broadband ASE spectrum is bandpass-filtered
using a 14.5 GHz (0.1 nm) fiber Bragg grating and optical circulator.
The filtered noise is amplified in a conventional Er-doped fiber amplifier
(EDFA). A fiber polarization splitter is used to produce two independent,
identically distributed optical noise signals that are separately detected
in a pair of matched 11 GHz photoreceivers, each comprised of a photo-
diode (PD) and transimpedance amplifier (TIA). A 12.5 Gb/s bit error
rate tester (BERT) is used to perform a clocked comparison of the two
received signals, producing a random string of bits. Two variable atten-
uators (ATT1, ATT2) are used to control the power of the noise signal,
and compensate for loss mismatch between the two arms.
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Figure 2.3: (a) Optical spectrum of the amplified spontaneous emission
produced by the Er/Yb fiber amplifier, measured with a resolution band-
width (RBW) of 0.1 nm. The shaded band indicates the approximate
region where the subsequent optical bandpass filter is located. (b) Reflec-
tion spectrum of the fiber-Bragg grating filter, measured using a tunable
laser, circulator and power meter. The full-width at half-max (FWHM)
bandwidth of the filter was measured to be 14.5 GHz (approximately 0.1
nm.)
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2.3 Experimental Set-up

Fig. 2.2 depicts the experimental system used to generate random bits. As the

source of noise, we use a fiber amplifier (Optical Air Data Systems) consisting of a

1 W, 915 nm semiconductor pump laser and an erbium/ytterbium co-doped fiber.

When there is no input, the amplifier generates broadband, incoherent, unpolarized

optical noise through amplified spontaneous emission (ASE). The optical spectrum

of the output of the amplifier was measured with an optical spectrum analyzer and

is shown in Fig. 2.3a. The optical bandwidth of the ASE is much larger than the

electrical bandwidth of even a fast detector. If the ASE were directly detected,

Eq. (2.7b) dictates that in order to produce a sufficient noise variance one would

require an impractically large DC photocurrent. To overcome this limitation, the

broadband optical noise from the amplifier is filtered by an optical bandpass fil-

ter, comprised of a fiber Bragg grating (FBG) (TeraXion) and optical circulator.

Fig. 2.3b plots the spectrum of the bandpass filter assembly, measured using a tun-

able laser and power meter. The filter has an optical bandwidth of 14.5 GHz (0.1

nm) and center wavelength of λ0 = 1552.5 nm. The resulting filtered noise signal

is then amplified in a low-noise erbium-doped fiber amplifier (MPB EFA-R35W).

A fiber polarization splitter divides the noise into two independent, identically dis-

tributed, orthogonally polarized noise signals that are separately detected in a pair

of matched photoreceivers (Discovery DSC-R402). Each photoreceiver consists of a

photodiode with responsivity of R = 0.8 A/W followed by a transimpedance ampli-

fier with a gain of 500 V/A. The photoreceivers have an electrical bandwidth of 11
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GHz, and the transimpedance amplifiers are AC coupled with a cut-on frequency

of 30 kHz. Variable optical attenuators were used to adjust the total noise power,

and also to balance the noise power in the two orthogonal polarization arms. Be-

cause amplified spontaneous emission is generated in both polarization states with

equal intensity, we do not require precise polarization control or tracking in order

to maintain an acceptable balance between the two arms of the system. The DC

photocurrent in each photodiode was adjusted to be 0.77 mA.

To generate random bits, the two independent noise signals v1(t) and v2(t)

were connected to the differential logic inputs (X and X̄) of a bit error rate tester

(BERT). In this configuration, the BERT may be thought of as performing a clocked

comparison of the two input signals, producing a logical one when v1(t) > v2(t) and

a logical zero otherwise. An external 12.5 GHz clock signal supplied to the BERT

determines the sampling frequency and bit generation rate. A DC bias voltage

may be optionally added to either of the input signals, to control the comparison

threshold.

2.4 Noise Characterization

Fig. 2.4 compares the computed and measured electrical spectra for one chan-

nel of the system. In Fig. 2.4a, we show the power spectrum of the ASE-ASE beat

noise, obtained by numerically computing a self-correlation of the measured optical

bandpass filter shape shown in Fig. 2.3b, i.e., |HBP(f)|2 ∗ |HBP(−f)|2 [48]. Fig. 2.4b

shows the measured spectral response of the photoreceiver, which acts as the lowpass
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Figure 2.4: (a) Electrical spectrum of the ASE-ASE beat noise after
square-law detection, estimated by performing a self-convolution of the
optical bandpass filter spectrum shown in Fig. 2.3(b). The spectrum is
normalized relative to its DC value. (b) Measured electrical speed of the
photoreceiver and transimpedance amplifer, which form an equivalent
lowpass filter. (c) Electrical spectrum obtained from one polarization
channel, measured directly from one photoreceiver using a resolution
bandwidth (RBW) of 3 MHz. The signal exhibits a broad, flat noise
spectrum with a (single-sided) bandwidth of 7.5 GHz. The dashed red
line shows the spectral shape obtained by multiplying and scaling the
curves from (a) and (b). The dotted black line indicates the electrical
noise obtained by extinguishing the optical signal. Over the frequency
range of interest, the electrical noise remains negligible in comparison to
the optical noise arising from ASE.
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filter in our system, |HLP(f)|2. The photoreceiver spectral response was measured

by exciting the detector with a 200 fs pulses from an 80 MHz mode-locked laser

system, and measuring 80 MHz comb of spectral lines on an RF spectrum analyzer.

The spectra shown in Figs. 2.4a-b are both normalized to a DC value of 0 dB.

Finally, in Fig. 2.4c, we show the electrical spectrum of the ASE noise from one

detector, measured with a resolution bandwidth of 3 MHz. For comparison, we also

show the computed noise spectrum obtained by multiplying the two traces from (a)

and (b), as described in Eq. (2.2a), which closely matches the measured spectrum.

The computed spectrum was scaled in order to match the DC value observed in the

measurement. The final noise spectrum has a bandwidth of 7.5 GHz, which agrees

with the result calculated from Eq. (2.4) using BBP = 14.5 GHz and BLP = 11 GHz.

The dotted black line in Fig. 2.4c shows the background electrical noise spectrum

obtained by completely extinguishing the optical signal. Over the frequency range

of interest, the electrical noise is more than 40 dB smaller than the optical noise

produced by ASE.

Fig. 2.5 shows characteristic time traces from the two polarization channels in

the system, acquired simultaneously on a 20 GHz bandwidth oscilloscope (Tektronix

DPO72004B). Although the two signals have nearly identical amplitude distribu-

tions, there is no apparent correlation between them. We note that the cable and

fiber lengths of the two channels were equalized to within 5 mm (or 25 ps.) The

solid curve superposed on the measured voltage histogram shows the best-fit gamma

distribution. When performing the fit, the gamma distribution was shifted to have

a mean of zero, to account for the fact that the photoreceivers are AC-coupled.
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Figure 2.5: Representative time traces and statistical histograms mea-
sured on a 20 GHz, 50 GS/s digital oscilloscope. The symbols on the
time traces inticate the times at which the waveform would be sampled
to produce random bits. (a) Single-polarization channel (b) orthogonal
polarization channel and (c) differential signal obtained by subtracting
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(c) was calculated by assuming that the two subtracted signals are inde-
pendent and have identical gamma distributions as obtained in (a) and
(b).
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The best-fit gamma distribution was obtained with a = 1.44, which is in reasonable

agreement with the result of 1.37 predicted from Eq. (2.5b).

The two independent noise signals v1(t) and v2(t) are detected differentially by

the bit error rate tester, which assigns a one or zero based on the difference signal

v1(t)−v2(t). Fig. 2.5c shows the calculated difference between the two channels and

the corresponding statistical distribution of voltages. Unlike the single channels

shown in Fig. 2.5a-b, the differential voltage has a symmetric distribution, with a

mean and median of 0. The theoretical distribution was numerically calculated by

performing a self-correlation of the gamma distribution shown in Figs. 2.5a-b. The

balanced detection scheme is insensitive to common-mode interference and drift –

even if the source power changes, the decision threshold does not need to be adjusted

in order to produce an unbiased bit sequence. Although the fluctuations produced

here are macroscopic and unpredictable, we note that for cryptographic applications

the security of the resulting bit sequence assumes that a would-be adversary does

not have access to the physical system or intermediate optical or electrical signals.

In addition to acquiring a binary sequence, the BERT reports a running aver-

age of the proportion of ones. Prior to acquiring the binary sequence, the variable

attenuator (ATT2) was adjusted to set the mark ratio to 0.5000 ± 0.0001. The

instrument is limited to a maximum acquisition length of 128 Mbit, which is not

long enough to perform all of the statistical tests required for testing randomness.

We therefore concatenated data from eight 128 Mbit records to produce a single 109

bit sequence used in subsequent statistical testing.

20



20 40 60 80 100 1200

0 2 4 6 8

co
rr

el
at

io
n

lag (ns)

positive
negative

lag (bits)
20 40 60 80 100 1200

0 2 4 6 81 3 5 7 9 1 3 5 7 9 10
lag (ns)

lag (bits)

(a) (b)

1
10–1

10–2

10–3

10–4

10–5

10–6

10–7

10–8

positive
negative

positive
negative

positive
negative

200 400 600 800 1000 12000

0 20 40 60 80

co
rr

el
at

io
n

lag (ns)

lag (bits)
200 400 600 800 1000 12000

0 20 40 60 80
lag (ns)

lag (bits)

1
10–1

10–2

10–3

10–4

10–5

10–6

10–7

10–8

(RAW data)

(RAW data)

(XORed data)

(XORed data)

Figure 2.6: Normalized binary correlation as a function of lag (a) for the
raw bit sequence produced by the experiment and (b) after computing
the XOR with a 20-bit delayed copy of the signal. Positive correlation
values are indicated with a filled symbol while negative correlations are
indicated with open symbols. The correlation was calculated using a 109

bit record. For a truly random unbiased 109 bit record, one expects to
obtain an average normalized correlation of 0 and a standard deviation
of the correlation of 3.16× 10−5 [54].

2.5 Statistical Testing

One of the simplest statistical measures of randomness is the degree of cor-

relation between adjacent (or delayed) bits in the sequence. Fig. 2.6a plots the

normalized correlation as a function of the bit delay k (or time delay τ) for a 109-bit

random sequence produced by our system. The normalized correlation at lag k was
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calculated in the following way

ρk =
〈b[n]b[n+ k]〉 − 〈b[n]〉2

〈b2[n]〉 − 〈b[n]〉2
(2.8)

where 〈•〉 denotes a statistical average3 over the N bits of the binary sequence b[n].

The correlation ρk defined in Eq. (2.8) is a symmetric function of the lag k, with

ρ0 = 1. For a finite length sequence of N ideal, independent, unbiased bits, the

correlation calculated by Eq. (2.8) has an expected value that decreases as (−1/N)

and a standard deviation that decreases as 1/
√
N [54]. For N = 109, we therefore

expect the correlation for k 6= 0 to be statistically centered about 0 with a standard

deviation of 3.16× 10−5.

As shown in Fig. 2.6a, the raw data produced by our system exhibits a small,

but statistically significant correlation, especially for small lags. There is also a small

but clearly discernible ringing pattern in the correlation, which slowly alternates

between positive and negative as a function of k, even for large lags. Without the

XOR processing, the small but statistically significant correlation seen in Fig. 6a

would cause the raw bit sequence to fail several of the statistical tests.

One simple and common way to decrease the correlations of a random bit-

stream is to form a new sequence by taking the exclusive or (XOR) between in-

dependently acquired sequences [17, 30, 36, 45]. For two identically distributed se-

quences with a mark-ratio of p and correlation of ρk, the binary sequence obtained

3When computing the average 〈b[n]b[n+ k]〉, the N -bit sequence b[n] is assumed to repeat with

a period of N , e.g., b[N + k] = b[k].
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by computing the XOR will have a mark ratio and correlation of

p′ = 2p(1− p), ρ′k = ρk(1− p′)(1− 2p′ + ρkp
′) (2.9)

If the original sequences are unbiased, then the XOR process will produce an un-

biased sequence with new correlation ρ′k = ρ2k/4. In practice, we have found that

the statistical properties can be improved by taking the XOR between the original

sequence and a delayed copy of itself. Delays as small as 20 bits were found to

be sufficient to produce a sequence that passes all of the statistical tests for ran-

domness. Fig. 2.6b plots the normalized binary correlation for the XORed data

sequence b[n] ⊕ b[n − 20]. The resulting sequence exhibits a correlation near the

statistical noise level, with no discernible pattern or trend. Although we computed

the XOR using off-line postprocessing, it could easily be implemented in real-time

using simple high-speed logic operations. The lagged XOR process does not require

more than 20 bits of delay, and does not reduce the generation rate.

We also evaluated the statistical properties of the random process using the

NIST statistical test suite for cryptographic random number generators [55]. The

NIST test suite contains 15 types of statistical tests, some of which contain multiple

sub-tests. Each test is applied to a 1 Mbit sequence and returns a “p-value” that, for

a truly random bit sequence, would be uniformly distributed between 0 and 1. The

NIST test suite applies each test to 1000 sequences (a total of 109 bits) and then

computes a single composite p-value to assess whether the constituent p-values are

uniformly distributed. For a truly random sequence, the composite p-value should

also be uniformly distributed between 0 and 1. The composite p-values must all
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Figure 2.7: Summary of test results obtained from the NIST statistical
test suite (STS-2.1) [55] applied to a 109 bit record obtained from the
XORed data set. The NIST test suite comprises 15 types of tests, some
of which return multiple results. (a) The composite p-values for each
of the statistical tests and (b) the number of “failures” out of 1000 tri-
als. For a truly random bit sequence, the p-values should be uniformly
distributed on the interval [0,1], and the number of failures should fol-
low binomial distribution with N = 1000 and α = 0.01. For tests that
return multiple results, all composite p-values are plotted in (a), and
(b) shows a gray-scale histogram reflecting the number of failures out of
1000∗. The passing criteria are that all of the computed p-values must
exceed 0.0001 and each test must yield between 1 and 19 failures out of
1000 trials. ∗The random excursions variant test is applied to only 561
records, and may have no more than 13 failures.
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that compute a composite p-value by applying the Kolmogorov-Smirnov
(K-S) test, the resulting p-value is indicated in red. In order to pass the
tests, all p-values (or, where appropriate, the composite K-S p-value)
must exceed 0.0001.

exceed 10−4 in order to pass the NIST test. Furthermore, of the 1000 individual

p-values obtained for each test, no fewer than 1 nor more than 19 may fall below the

threshold of α = 0.01. Fig. 2.7 plots the results of the NIST tests applied to the 109

bit XORed data sequence. For tests that produce multiple composite p-values, all

are shown in Fig. 2.7a. The number of tests (out of 1000) with p < 0.01 is plotted

in Fig. 2.7b. For tests that produce multiple results, the numbers are shown as a

grayscale histogram. The XORed data set passes all of the NIST statistical tests.

We also confirmed that the XORed data set passes all the tests in the Diehard

statistical suite [56]. The Diehard suite comprises 17 different statistical tests, some

of which require up to 74 Mbits of data. As with the NIST tests, each of the
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tests returns a p-value that, for a random sequence, would be uniformly distributed

between 0 and 1. For some tests, the Diehard suite computes a composite p-value

using the Kolmogorov-Smirnov (K-S) test to asses the degree of uniformity. In

Fig. 2.8 we plot the results of the Diehard tests. p-values obtained from the K-S

test are indicated by thick red lines. Where available, the individual p-values from

which the composite was calculated are shown by the thin blue lines. In order to

pass each test, the computed p-values (or, where available, the K-S p-value) must

all exceed 10−4.

It must be emphasized that while statistical testing has a role in evaluating

random number generators, it should not be the sole qualifying criterion for all

applications. The speed, simplicity, cost, long-term stability, and security are all

features that cannot be assessed using standard statistical tests. Moreover existing

statistical tests cannot distinguish between different physical sources of randomness.

Depending on the specific needs of the application, new tests may be needed to judge

the suitability of a given method of random number generation. At a fundamental

level, Pironio et al. recently described an experimental approach to certifying the

randomness of a measurement by testing Bell’s inequality [57]. Apart from this, the

goal of quantifying randomness using non-statistical, experimental measurements

remains difficult.
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2.6 Improving Generation Rate with Analog-to-Digital Conversion

A few groups have recently demonstrated extremely fast random bit generation

using chaotic lasers and high-speed analog-to-digital converters (ADCs) [19–21].

Instead of applying a simple threshold comparison (as was done here), these systems

utilize the output of an ADC in order to produce multiple bits per sample. In order

to generate sequences that pass all of the requisite statistical tests, these methods all

employ some form of digital processing that include discarding the most significant

bits. The ultimate speed that can be achieved using such methods is not known, but

will depend primarily on the cost and complexity of postprocessing that is deemed

acceptable. As noted by others [21], it is unclear to what extent the high-speed

chaotic optical signal contributes to the performance, in comparison to the intrinsic

noise of the ADC converter, which can often dominate the least significant bits [58].

For the purpose of comparison, we investigated using a high-speed ADC with

the spectrally-sliced ASE noise source reported here. The time traces shown in

Fig. 2.5a-b were collected on a 20 GHz, 50 GS/s, 8-bit oscilloscope. Using the 8-bit

signed integers x[n] (in two’s-complement format) taken from these records, we com-

puted a 9-th order discrete derivative (using 32-bit, two’s-complement arithmetic),

and retained only the 8 least significant bits of the resulting sequence [20]:

y[n] =
(
x[n]− 9x[n− 1] + 36x[n− 2]− 84x[n− 3] + 126x[n− 4]− 126x[n− 5]

+ 84x[n− 6]− 36x[n− 7] + 9x[n− 8]− x[n− 9]
)
& 0x000000FF

(2.10)

In this way, we produce a new sequence of unsigned 8-bit integers, y[n] at a rate
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of 50 GHz, for a cumulative random generation rate of 400 Gb/s (or 800 Gb/s if

one considers both orthogonal polarization channels.) The resulting sequence was

confirmed to pass all of the standard NIST and Diehard tests for randomness. Next,

we completely extinguished the optical signal and performed the same process using

only the background electrical noise present in our system. The resulting sequence

also passed all of the NIST and Diehard statistical tests.

This experiment suggests that a chaotic laser or other optical noise source

is not an essential ingredient for such methods: other sufficiently random electrical

input signals applied to an ADC (including the intrinsic electrical noise and sampling

noise) can produce statistically random bits, when digital processing is employed.

Using the postprocessed least significant bits from an ADC to generate random

numbers is feasible, but more costly and less practical than the ASE-based system

described here, which is comprised entirely of telecom-grade components commonly

found in optical networks.

2.7 Conclusions

We demonstrated a 12.5 Gb/s random number generator based on threshold

detection of filtered amplified spontaneous emission by a high-speed photoreceiver.

The amplified spontaneous emission noise is shown to be significantly stronger than

the electrical background noise, and the measured statistical distributions and noise

spectra show a close agreement with theory. Unlike earlier reported optoelectronic

random number generators that are limited in speed by photon counting electronics
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or laser dynamics, this system is limited primarily by the speed of available pho-

toreceivers. This random number generation method is therefore guaranteed to keep

pace with ongoing advances in digital optical communication systems, as both rely

on the same key optoelectronic components. The system uses telecom grade filters,

fiber amplifiers, and detectors, and could easily be extended to multiple wavelength

channels, each of which would generate independent random sequences in parallel.

The resulting random bit sequence passes the most widely accepted statistical tests

used to evaluate cryptographic random number generators.
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Chapter 3: Optoelectronic Feedback Loops

3.1 Overview

In this chapter, we will lay the foundation for the experiments detailed in

Chapters 4 and 5. While Chapter 2 presented an experiment involving optical noise,

Chapters 3-5 will focus on a different experiment, that of coupled optoelectronic

feedback loops, which act individually as periodic or chaotic oscillators. This exper-

imental system is used to study synchronization in small networks of oscillators. The

particular experimental design described here involves commercially-available fiber

optic and electronic components, which make these relatively inexpensive experi-

ments simple to assemble. By using optical coupling channels that can be enabled

or disabled with optical attenuators, we have constructed a small network whose

coupling structure can be easily re-configured, allowing for the multiple network

structures presented in Chapters 4 and 5. By including a digital signal processing

(DSP) board in each feedback loop, we can change many of the parameters of the

loop simply by reprogramming the DSP board. This also allows for excellent param-

eter matching between the loops. Overall, this is a versatile experimental system,

which can be used for experimentally studying many questions of coupled dynamical

systems.

30



3.2 Background

Optoelectronic feedback loops have been used by many research groups in re-

cent years in order to study nonlinear dynamics, chaos, and synchronization. These

experimental systems are excellent test-beds to verify and expand upon theory of

dynamical systems, as well as to gain insight into behaviors that many be present in

natural or man-made systems. The flexibility of the system parameters, the ability

to produce a variety of dynamical behaviors, and the ease of modeling make this

system an ideal experiment to study coupled oscillators. Although mathematical

models are often used for computational studies because they have well-understood

equations, they do not have the noise, mismatch, and nonidealities present in real,

physical systems. Many physical systems have parameters or equations that are not

easy to obtain or measure. The optoelectronic feedback loops described here act as

a bridge between numerical models and complex experimental systems.

Many studies have used a laser with optical feedback in order to generate chaos

or other dynamical states. Here, however, we create feedback that does not involve

the laser. Rather, the laser is completely outside of the dynamical loop so that the

laser generates CW light that feeds and is amplitude-modulated by the feedback

loop. By removing the laser from the feedback loop, we have a system that is less-

sensitive than an all-optical system is to hard-to-control physical parameters such

as temperature. Additionally, we are able to use commercially available components

and can more easily create multiple matched dynamical systems.

The main features of an optoelectronic feedback loop are a nonlinear element,
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a time delay, a filter, and feedback. Because this system includes a time delay and

nonlinearity as part of a feedback loop, it is an attractive experimental system to

study, in order to gain insight into many other systems that contain a nonlinearity

and time-delayed feedback. By changing the parameters in the feedback loop, these

systems display a wide variety of behaviors, from fixed point to periodic oscillations

to quasiperiodic oscillations to high-dimensional chaos.

The first instance of using an optoelectronic feedback loop to generate nonlin-

ear dynamics was by Neyer and Voges in 1982 [59]. In 2005, Chembo and colleagues

reported “chaotic breathers” in an optoelectronic feedback loop experiment, and

they compared their results with numerical simulations from a mathematical model,

which gave excellent agreement [60].

The optoelectronic feedback loops studied by Chembo, et al. have been used

to study synchronization, particularly synchronization between chaotic signals. In

2005, Argyris and his collaborators proposed and implemented a method for us-

ing optoelectronic feedback loops (or all-optical feedback loops) to generate chaotic

signals that could be used to encrypt data signals transmitted over an optical com-

munication network [14]. A receiver was synchronized to the transmitter, in order to

decode the transmitted message. The scheme was implemented on a fiber optic com-

munication network in Athens, and the received signal was successfully recovered

from the transmitted chaotic signal using an open-loop architecture at the receiving

end.

In 2008, an experimental chaotic feedback loop was synchronized to a simu-

lated numerical model of the same system by Cohen, Ravoori, Murphy, and Roy, in
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order to study prediction of high-dimensional chaos [61]. By removing the numer-

ical input and observing the divergence between the signal in the experiment and

the simulated signal, they were able to calculate the finite-time Lyapunov exponent,

which quantifies the predictability of a system. Using this scheme, they found that

the numerical simulations could predict the experimental behavior for up to several

times the round-trip time delay of the feedback loop.

A study published in 2010 by Murphy, et al. analyzed the conditions for which

two of these optoelectronic oscillators could identically synchronize [62].

In 2009, the same group constructed two identical feedback loops that were

coupled as transmitter and receiver so that their chaotic dynamics were synchronized

[63]. In communications, it is possible that there are some slowly-varying changes in

the coupling channel, which can disrupt the synchronization between a transmitter

and receiver. Sorrentino and Ott developed a theory for adaptively changing the

coupling strength in order to compensate for the perturbations in the communication

channel and maintain synchrony [64–66]. Ravoori, et al. reported an experimental

demonstration of an adaptive algorithm for maintaining synchronization between

two optoelectronic feedback loops. In order to implement the adaptive algorithm, it

was necessary to include in the feedback loop a digital signal processing (DSP) board,

whereas previous studies on these feedback loops had only analog components. The

use of the DSP board will be further described in Section 3.3.2.

Another experimental demonstration of adaptive synchrony between chaotic

optoelectronic oscillators was published in 2010 by Cohen, et al. [67]. For this set

of experiments, the system under consideration was a network of three nominally
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identical, mutually coupled optoelectronic oscillators. An adaptive algorithm was

implemented, using DSP boards, that successfully maintained synchrony between

the three oscillators in the presence of time-varying coupling strengths. Furthermore,

the scheme allowed for an estimate of an unknown variation in the coupling channel,

demonstrating that this type of adaptive algorithm has potential use in a sensor

application, in addition to the communication application.

3.3 A Single Feedback Loop

As mentioned in Section 3.1, the primary features of a single loop are a non-

linearity, time delay, and self-feedback. A diagram of the experimental system is

shown in fig. 3.1.

3.3.1 Components

The laser that provides the optical signal into the feedback loop is a distributed

feedback (DFB) laser diode (Bookham that operates at a wavelength of 1550 nm,

which is within the range of standard telecommunication wavelengths, making it

easy to obtain fiber optic components for this system. The laser diode is placed

in an butterfly-type laser diode mount (ILX Lightwave), and is operated with a

laser diode driver (LDD) and thermoelectric cooling (TEC) temperature controller

module (ILX Lightwave). The output of the laser is CW light that is coupled into

a single mode (SM) fiber.

The nonlinearity is created by a Mach-Zehnder modulator (MZM) (Lucent
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Figure 3.1: Experimental set-up of a feedback loop. The index i denotes
the node number in a small network of multiple feedback loops.

2623NA) . The MZM has an optical input (power Pin), an optical output (power

Pout), and a voltage input (V (t)), as illustrated in fig. 3.2(a). The MZM is essentially

an interferometer between two waveguides. The input light is split into two paths,

which an electro-optical material whose index of refraction is dependent on the

applied electric field, thus changing the effective path length of the two arms of

the MZM. The electric fields applied to the two paths are in opposite directions,

resulting in refractive index changes that are opposite in sign for the two paths.

The two optical signals are recombined, resulting in interference between the two

electromagnetic waves. The optical input to the MZM is the optical signal from

the laser diode, but the MZM has a polarizer on the input, so it is necessary to

control the polarization of the input to the MZM to ensure that the polarization

35



of the incoming light is parallel to the transmission axis of the polarizer, resulting

in maximum transmission through the MZM. To control the polarization, we use

a paddle-type polarization controller (PC), which consists of three paddles wound

with fiber. By rotating the relative positions of the paddles, the fiber is strained,

resulting in high transmission for one particular polarization state. By measuring

the output power Pout of the MZM, keeping the input voltage signal constant, while

adjusting the positions of the paddles until Pout is maximum, it is possible to control

the polarization of the light input to the MZM so that it is parallel to the polarizer

built in to the MZM. This must be done before each measurement, as thermal

fluctuations and other environmental factors cause changes in the fibers.

The output optical power Pout is a function of the input optical power Pin and

the input voltage signal V (t) [62]:

Pout(t) = Pin cos2(αV (t) + φ0), (3.1)

where α is a normalization factor and φ0 is the bias of the MZM. In practice, we

refer to the normalized input to the MZM, x(t):

x(t) = αV (t) =
π

2

V (t)

Vπ
, (3.2)

where Vπ is the half-wave voltage of the MZM. In order to control φ0, a DC bias

voltage signal is input to the MZM. On some models of MZMs, there are two voltage

inputs, one for a DC bias signal and another for the RF input. However, on the

MZMs used in the experiments presented in this thesis, there is a single voltage

input port on the MZM, requiring an adder circuit or bias-tee for proper biasing.
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The voltage required to take the MZM from minimum transmission to max-

imum transmission is referred to as Vπ and is an important characteristic of the

MZM. MZMs are typically used in optical communication applications, where a bi-

nary voltage input signal modulates an optical signal that is then transmitted over

fiber optics. With a binary voltage signal, the MZM acts as a switch, transmitting

no light for one voltage level, and transmitting maximum power for the other voltage

value. A smaller value of Vπ means that a smaller amplitude of the input signal is

required to switch the MZM from minimum transmission to maximum transmission.

The modulators used in Chapters 4 and 5 of this thesis have Vπ = 3.4 V. A typical

transmission curve is shown in fig. 3.2(b).

For the low-speed applications described in Chapters 4 and 5, we designed

and built an adder circuit to add a DC bias voltage to the RF signal. The circuit

diagram is shown in fig. 3.3. For a higher speed version of the same system, we

used an integrated bias tee module (Pasternack PE1607 or Picosecond Pulse Labs

5547-107). The bias of the MZM must be adjusted before each measurement. For

the experiments in Chapters 4 and 5, the bias is set to φ0 = π/4. This is done by

first adjusting the potentiometer of the bias circuit so that the output power Pout is

maximum, by observing the photoreceiver’s voltage signal p(t) on an oscilloscope.

The signal p(t) is shown in fig. 3.1 and is monitored in order to adjust the optical

power that is injected into the MZM. Then, the bias voltage is increased until the

photoreceiver output is half of the maximum, setting the bias phase of the MZM at

φ0 = π/4. For the experiments in Chapters 4 and 5, the laser power and position

of the polarization controllers was adjusted so that the maximum transmission of
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Figure 3.2: (a) Schematic of a MZM [68]. (b) Typical transmission curve
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The half-wave voltage is Vπ = 3.4 V.
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the MZM provided a signal of p = 700 mV from the feedback photoreceiver. Then

the bias voltage on the modulator was increased so that the transmission provided

a signal of p = 350 mV and that the MZM was operated at the negative slope, as

indicated in fig. 3.2(b).

The optical output of the MZM is converted into a voltage signal by a pho-

toreceiver circuit, which was designed and implemented on a printed circuit board

(PCB), and is shown in fig. 3.4. The circuit consists of a photodiode, which con-

verts the optical signal (in fiber) to a photocurrent, followed by a transimpedance

amplifier with gain of 1000 V/A, to convert the current to a voltage signal. In

the experiments presented in Chapters 4 and 5, each node has one PCB that con-

tains three separate circuits: one photoreceiver circuit for the feedback signal, one

photoreceiver circuit for the coupled signal (coupling will be discussed in a later
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section), and a bias and voltage amplifier circuit for the input of the MZM. A photo

of one PCB is shown in fig. 3.5. For the high-speed version of the system, we use

a high-speed photodetector, Discovery (DSCR402). The Discovery photoreceiver is

attached to an aluminum heat sink and has fiber-coupled input and AC-coupled RF

output.

Another important feature of a feedback loop is a filter. Some feedback systems

display chaos with only a low pass filter [69], but we use a bandpass filter with cut-on

frequency fH and cut-off frequency fL. The filter can be implemented as two filters,

a high pass filter and a low pass filter.

The time delay in the feedback loop is a critical part of the system. A time

delay can be implemented using lengths of fiber optic cables or electrical delay lines.

In Section 3.3.2, we will describe how the delay is implemented on the DSP board.

Finally, the loop includes a voltage amplifier. In the experiments described
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Figure 3.5: Printed circuit board containing bias and voltage amplifier
circuits, along with photoreceiver circuits.

in Chapters 4 and 5, we use a voltage amplifier with a gain of Vout/Vin ≈ −20

immediately before the input to the MZM. This voltage amplifier is necessary in

order to provide an adequate amplitude signal into the MZM. The signal out of the

DSP board is limited to a few hundred mV in amplitude, so an amplifier with a gain

of 20 will ensure that the voltage signal applied to the MZM has an amplitude on

the order of Vπ. The circuit diagram is shown in 3.3 as part of the biasing circuit

for the MZM.

Although many of the parameters of the feedback loop can be varied, the

feedback strength β is the primary parameter we vary in order to control the type

of dynamics produced by the loop. β is a combined feedback strength, which lumps

together multiple factors: the power of the laser light input to the MZM, the gain

of the photoreceiver, loss in the optical fiber, and gain or loss due to an amplifier or
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attenuator. Experimentally, β is typically varied by changing the laser power or by

changing the gain of a variable amplifier. Because we are working with normalized

units, x(t), as defined in eq. (3.2), β can be defined:

β =
π

2

RGPin
Vπ

(3.3)

where R is the responsivity of the photodiode in the photodetector (units of A/W),

and G is the total net gain of the system (units of V/A), which includes the gains

of the transimpedance amplifier and voltage amplifiers. Because Pin has units of W,

β is a unitless quantity.

3.3.2 DSP Implementation

In order to perform the experiments reported in [3, 62, 63, 67, 70] and in this

thesis, it was necessary to include a DSP board (TMS320C6713 TSK from Spectrum

Digital, which uses the TMS320C6713 DSP from Texas Instruments) to implement

the coupling and other functions. In [62, 63, 67], the DSP board was used to im-

plement the adaptive algorithm used to maintain synchrony in the presence of a

time-varying coupling strength. The DSP program is written using Code Composer

Studio, a programming development environment specifically for the DSP board.

The programs are written in the C language, and then are loaded on to the DSP

via a USB interface from the computer. Once the program is loaded and running,

it continues to run autonomously as long as it is powered.

The DSP is used to implement the filtering as a digital two-pole bandpass

filter. Implementing the filter digitally has the benefit of ensuring that multiple
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systems comprising our network have identical filter characteristics. With analog

filters, it is difficult to match the filters between two or more feedback loops, and

mismatches in the filters can prevent identical synchrony. For the experiments here,

we use a two-pole digital bandpass filter, with fHP = 100 Hz, fLP = 2.5 kHz, and

sampling frequency Fs = 24 kSamples/sec.

The delays for both the feedback and coupling are implemented on the DSP

board. The voltage values are stored in a memory buffer at intervals of the sampling

time Ts = 1/Fs and delayed by an integer number of sampling times. The feedback

and coupling delays can be defined separately, but just as with the coupling strength,

the coupling delay will be the same for all coupling links incoming to the same DSP

board. At these speeds, all of the delay is a result of the DSP board. There is

some fixed delay that is intrinsic to the ADC, DAC, and other processing on the

DSP board. This delay can be measured using a network analyzer (NA). To do this,

we break the feedback loop between DSP board and the voltage amplifier. With

the proper bias of the MZM set, a small signal sine wave is sent into the voltage

amplifier as the frequency is swept. The phase of the output of the DSP board is

measured and plotted as a function of frequency. The inverse of the slope of this

line is the total time delay of the system. For the experiments reported in Chapters

4 and 5, the total time delay without any added delay in the program is equivalent

to 33.7 time steps, so the minimum time delay possible for the system is 34 time

steps (though the DSP program requires a non-zero added time delay).

It is often desirable to turn on and off the feedback or coupling in order to start

the system from random initial conditions and to observe the time traces of both the

43



uncoupled and coupled feedback loops. This is accomplished by soldering wires to

two of the DIP switches on the DSP board (one for feedback and one for coupling),

and using a function generator to periodically turn off and on the feedback and/or

coupling as desired.

For the DSP boards that we are using, we are limited to audio frequencies

on the order of tens of kHz. However, in place of slower DSP boards, higher speed

FPGA (field programmable gate array) boards or other high-speed processing can

be used to scale the system to order of magnitude higher speeds [62,71].

3.3.3 Equations of Motion

An equivalent mathematical block diagram to the physical system of a single

feedback loop is shown in fig. 3.6. Because all of the operations except for the

nonlinearity are time-independent and linear functions, they can be interchanged

without changing the mathematical meaning or equations.

3.3.3.1 Continuous Time

As described by eqns. (3.1) and (3.2), the output of the MZM is proportional

to cos2(x(t) + φ0). This signal is then delayed by feedback time delay τf and scaled

by feedback strength β (defined in eq. (3.3)) and inverting amplifier, resulting in

y(t) = −β cos2(x(t− τf ) + φ0). (3.4)

44



cos2(x(t)+φ0)

-βcos2(x(t-τf )+φ0)

-β

τfx(t)

u

Figure 3.6: Block diagram of a single feedback loop.

This signal is the input to the filter, which is a two-pole linear bandpass filter. In

the time domain, the output to the filter x(t) can be described by

u̇ = Eu(t) + Fy(t) (3.5)

x(t) = Gu(t) + Hy(t) (3.6)

where u(t) is the internal state vector of the filter [62]. The matrices E,F,G, and

H describe the filter:

E =

 −(ωL + ωH) −ωL

ωH 0

 , F =

 −ωL
0

 , G = [1 0], and H = 0, (3.7)

where ωH = 2πfH and ωL = 2πfL are the angular frequencies corresponding to the

high-pass cut-on and low pass cut-off frequencies, respectively.

Combining these equations gives the equation of motion as a delay-differential
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equation of the state-space vector:

u̇ = Eu(t) + Fβ cos2[Gu(t− τf ) + φ0] (3.8)

3.3.3.2 Discrete Time

Although the development of the model above is for a continuous time system,

the use of the DSP board means that our experiment actually has a component that

operates in discrete time. Because the filter is implemented on the DSP board, it

is a discrete time filter with sampling time Ts. For a filter input y[n], output x[n],

and state-space vector u[n], where n is the step number, the state-space equations

for a filter can be described by

u[n+ 1] = Eu[n] + Fy[n] (3.9)

x[t] = Gu[n] + Hy[n], (3.10)

which is analogous to the continuous time equations of eqs. (3.5) and (3.6), but

with different matrices, E, F, G, and H, as defined in [62].

For a feedback delay of kf steps, the discrete-time version of eq. (3.4) is

y[n] = β cos2(x[n− kf ] + φ0). (3.11)

For modeling the system, we use the discrete-time description and implement

the equations as a discrete-time iterated map. In the model, the filter is a second-

order discrete-time implementation of a Butterworth bandpass filter.
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3.3.4 Dynamics

Work reported in [61,62,68,71] describes the wide variety of dynamical behav-

iors that can be generated from these optoelectronic feedback loops. By increasing

the feedback strength β, a single feedback loop can display fixed point, periodic,

quasi-periodic, or chaotic solutions. Figure 3.7, from [68], shows time traces of three

different types of dynamics. As β is increased from right to left, the dynamics are

periodic, quasiperiodic, and then chaotic. The time traces from an experiment cor-

respond well to the time traces from simulation, as shown in fig. 3.7. Figure 3.8,

from [68], gives a more complete picture of the dynamics generated by this system.

The grayscale indicates the occurrence of that particular amplitude value (indicated

on the y-axis) as the feedback strength β is swept along the x-axis. As β is increased,

the dynamics increase in complexity until there is broad-band chaos, indicated by a

featureless distribution, without any dominant values. For the bifurcation diagrams,

simulation and experiment agree qualitatively. Similar transitions between types of

dynamics occur in experiment and simulation, but the particular values of β may

not be the same, due to mismatches and non-idealities in the experimental system.

3.4 Coupled Feedback Loops

As seen by the variety of dynamical behaviors that can result simply by chang-

ing the feedback strength, it is clear that a single feedback loop is a very interesting

object of study. Furthermore, by coupling two or more dynamical systems together,

many fascinating phenomena can be observed beyond the dynamical behavior of
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Figure 3.7: Time traces for different dynamics [68].

a single system [72]. This is particularly true for the case of chaotic systems, as

experimental observations of synchronization of chaos are quite remarkable.

In order to study synchronization patterns in a small network of oscillators,

we have an experiment of four of these feedback loops that are coupled together.

We have the capability to study an all-to-all coupled network, as shown in fig. 3.9,

or to remove links and study network structures with fewer connections.

The feedback loops presented here are coupled optically. The optical output

of the MZM is split using a 1x4 optical splitter (Fiber Instrument Sales) into four

equal optical signals. One of the four splitter outputs is the feedback signal, and

the other three splitter outputs are the coupling signals to the other three nodes.

Optical attenuators are used to control the optical power in the coupling links. For
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eight of the twelve coupling channels, the optical power is controlled using a digital

optical attenuator (8-channel attenuator by Oz Optics), which is controlled via a

LabView program. The remaining four channels are controlled with manual screw-

type attenuators. In principle, these attenuators can be used to set the coupling

strengths to any positive values we would like. However, in these experiments, we

use the attenuators simply to add or remove the coupling links. For the links that

we wish to be present for a particular network structure, we adjust the attenuation

so that the signals are all equal when the feedback and dynamics are disabled. To

check this, we observe the voltage signal produced by the photoreceiver circuit of

the coupling signals and balance these voltage signals, r. Because there are slight

variations in the gains of the photoreceiver circuits, the level of optical power will

vary slightly for each link in order to compensate.

As mentioned in Section 3.3.1, there are two photoreceivers for each feedback

loop. The first photoreceiver is only for the feedback signal, and the second is for
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the coupled signals. To form a single coupling signal, the three signals coupled

from the other nodes are fed into a 3x1 optical combiner (Fiberdyne Single Window

Splitter/Coupler), and the output of the combiner is the optical signal measured by

the second photoreceiver. The optical signals from different nodes add incoherently

(i.e. Ptotal(t) = P1(t) + P2(t) + ...) because ( c
λ1
− c

λ2
) >> the bandwidth of the

photoreceiver. When balancing the optical powers of feedback and coupling, as well

as biasing the MZM, the feedback loops were opened after the photoreceivers.

Although we do not use an adaptive coupling algorithm like that mentioned

in sec. 3.2, the DSP board can be used to implement the coupling scheme. The

DSP board can have two inputs and two outputs. One of the two inputs is the

voltage signal from the feedback photoreceiver, and the other input is the voltage

signal from the coupling photoreceiver. In this way, the DSP can distinguish and

separately process the feedback signal and the combined coupling signal. However,

because the coupling signal is combined signal from the other three nodes, it is

important to note the restriction that the DSP board cannot distinguish between a

coupling signal from one node and from a signal from a different node. If we wish

to make changes to the coupling strengths so that signals going into a single node

have different feedback strengths, we must implement it off of the DSP board.

Different coupling schemes can be used to couple two or more feedback loops,

as described in [62]. The scheme used here is called diffusive coupling. In this

coupling scheme, we define a global coupling strength, 0 < ε < 1 that defines the

relative weights of the coupled signal into the node and the feedback signal. The

feedback signal is scaled by a factor of (1 − ε), which is implemented on the DSP
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board. For diffusive coupling, the total coupling signal must have a weight of ε,

which means that if there are more than one coupling links coming into a node,

each signal must be scaled by a factor of ε̄ = ε/nin, where nin is the number of

links coming into that particular node, as the nin coupling signals are summed. On

the DSP board, because the input to the board sees the nin signals combined into

a single input, the single input signal is weighted by ε̄. The result of this coupling

scheme is that when identical systems are coupled this way, the equations admit a

solution for identical synchrony between the systems, and the equations of motion

for the synchronized oscillators are exactly the same as the equations for a single

feedback loop without coupling. A block diagram of a single node with nin input

signals is shown in fig. 3.10.

In order to properly balance the coupling strengths in the experiment, the first

step is to adjust the laser powers and MZM biases for each of the nodes, as described
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in sec. 3.3.1, with feedback disabled, so that p1 = p2 = p3 = p4 = 350 mV (pi and

ri are defined in fig. 3.1). Then, one laser at a time is turned on, and the received

signals from the other nodes are monitored and balanced. So if laser 1 is the only

laser turned on, we adjust the attenuators (and variable gain of the photoreceivers

and/or the laser powers, if necessary, assuming the MZM bias is φ0 = π/4) until

r2 = r3 = r4 = p1 = 350 mV. After this process has been repeated separately for

each laser, the coupling strengths are all equal, unless the coupling is changed on

the DSP boards. If we wish to remove a link, we increase the attenuation of that

individual link until no optical signal is transmitted.

When multiple oscillators are coupled in a small network, it is typical to define

a coupling matrix, K, where Kij defines the coupling strength from node j to node

i. In the experiments discussed in Chapters 4 and 5, we will restrict ourselves to

coupling matrixes where the row-sum is uniform for all rows of K. When we define

K in this way, we can write equations for the coupled systems as:

u̇i(t) = Eui(t)− Fβi cos2(xi(t− τf ) + φ0), (3.12)

xi(t) = G{ui(t) + ε
∑
j

Kij[uj(t− τc + τf )− ui(t)]}. (3.13)

In these equations, we keep the the filter (defined by matrices E, F, and G, and

H = 0 from eq. (3.7)) identical for each node, as well as identical time delays for

each node, though we do allow for a different coupling delay from the feedback delay,

i.e. τc 6= τf is allowed. We also hold the total coupling strength ε and the bias phase

φ0 constant for all nodes, though these equations could be written more generally

to allow for different values of ε and φ0 for each node. We do allow for a different
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feedback strength β for each node.

When coupled, these optoelectronic oscillators can produce synchronized, yet

still chaotic, dynamics, as reported in [61–63,67,70] and discussed in Section 3.1. In

these cases, the synchronization is identical and isochronal. In the next two chapters

of this dissertation, we will discuss synchronization patterns between chaotic and

periodic oscillators that include, but are not limited to, isochronal synchrony, in

which two or more oscillators have the same amplitude dynamics in time. Addition-

ally, we will see examples of group synchrony and cluster synchrony, where multiple

oscillators are coupled together, but they form clusters or groups of isochronally

synchronized oscillators, but oscillators from different groups do not isochronally

synchronize. We will also see lag synchrony, where oscillators may be synchronized

in amplitude or phase, but there is a time delay between two oscillators.
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Chapter 4: Group and Cluster Synchrony in an Experiment of Four

Delay-coupled Optoelectronic Feedback Loops

This chapter is based on work from the following publications: Experimental

Observations of Group Synchrony in a System of Chaotic Optoelectronic Oscillators,

C. R. S. Williams, T. E. Murphy, R. Roy, F. Sorrentino, T. Dahms, E. Schöll, Phys.

Rev. Lett. 110, 064104 (2013), c©2013 by the American Physical Society; Group

Synchrony in an Experimental System of Delay-coupled Optoelectronic Oscillators,

C. R. S. Williams, T. E. Murphy, R. Roy, F. Sorrentino, T. Dahms, E. Schöll,

Conference Proceedings of 2012 International Symposium on Nonlinear Theory and

its Applications (NOLTA2012), 70-73 (2012).

4.1 Overview

Optoelectronic oscillators with time-delayed feedback have been found to show

a multitude of different dynamical behaviors ranging from steady-state to chaotic

dynamics depending on parameter [62,70,73–76]. In this chapter we experimentally

demonstrate group synchrony, with two groups that display significantly different

dynamics when uncoupled. Remarkably, the synchronized oscillators in one group

are not directly coupled to each other; they are coupled only to those of the other
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group. In group synchronization the local dynamics in synchronized clusters can be

different from the dynamics in the other cluster(s), which extends the possibility of

synchronization behavior to networks formed of heterogeneous dynamical systems,

as they appear in a variety of applications. Cluster synchrony is a special case of

group synchrony, in which all of the nodes have identical equations and parameters,

but they are not all identically synchronized, rather, a node will be identically

synchronized only to certain other nodes.

4.2 Background

The last years have seen a vast increase in the interest in coupled dynamical

systems, ranging from a few coupled elements to complex networks [77,78]. Besides

the focus on network structure and topology, the research area of synchronization in

networks has grown rapidly [26,79]. The groundbreaking work on the master stability

function (MSF) by Pecora and Carroll has bridged the gap between topology and

dynamics by allowing predictions about synchronization based solely on the nodes’

dynamics and the eigenvalue spectrum of the coupling matrix [80].

While the MSF theory was originally developed for identical, isochronous syn-

chronization, more complex patterns of synchronization are observed in, e.g., neural

systems, genetic regulation, or optical systems [81–90]. These patterns include, for

example, sublattice synchronization in coupled loops of identical oscillators with het-

erogeneous delays [91], pairwise synchronization of pairs of identical nodes coupled

through a common channel [92], and more general group synchronization [2]. More-
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over, these synchronous patterns can be observed even when there is no intra-group

coupling. Sorrentino and Ott have generalized the MSF approach to group synchro-

nization [2], and recent work by Dahms et al. considers time-delayed coupling of an

arbitrary number of groups [93].

4.3 Experimental Set-up

To experimentally investigate these phenomena, we constructed four optoelec-

tronic feedback loops, which act as the four nodes of the network. We consider

several coupling schemes. In the first one, the nodes are coupled together in the

configuration shown in Fig. 4.1(a) in order to form two groups. There are no direct

coupling links between two nodes in the same group. However, a node is coupled

bidirectionally to both of the nodes in the other group. In this experiment, the cou-

pling strength, ε, and coupling delay, τ , are the same for all coupling links. However,

the parameters of the nodes differ depending on which group the nodes are in. Both

of the nodes in group A are identical, and both of the nodes in group B are identical,

but the nodes in group A are not identical to those in group B. In Fig. 4.1(a), the

coupling links are shown in black (arrows in each direction indicate bidirectional

coupling), and the self-feedback of the nodes is indicated by the colored lines and

arrows.

A schematic of a single node is shown in Fig. 4.1(b), where red lines indicate

optical fibers, and black or green lines indicate electronic paths. In each node, light

from a diode laser passes through a Mach-Zehnder modulator (MZM), whose output
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Figure 4.1: (a) Schematic of four nodes separated into two groups, A
(red, solid) and B (blue, dashed). (b) Experimental setup of a single
node, showing coupling to the other nodes according to the configuration
in (a).
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light intensity is cos2(x + φ0) for an input voltage signal x. There is a controllable

bias phase of the MZM, which we set to be φ0 = π
4
. The optical signal is split into

three equal signals: one is the feedback signal, and the other two are the coupling

to the two nodes in the opposite group. A photoreceiver converts the feedback

optical signal to an electrical signal, which is one of the two inputs to the digital

signal processing (DSP) board. The incoming optical signals from the two nodes of

the other group are combined optically before a second photoreceiver converts the

composite coupled signal to an electronic signal, which is the second input of the

DSP board. The DSP board implements the feedback and coupling time delays,

which are the same for this experiment (τ = 1.4 ms), and a diffusive coupling

scheme. The feedback signal is scaled by a factor of (1 − ε), while each incoming

signal to a node is scaled by a factor of ε/nin, for the global coupling strength, ε,

and the number of links incoming to a node, nin. For the configuration shown in

Fig. 4.1(a), nin = 2 for all nodes, but in general, nin can be different for each node.

The feedback and coupled signals are summed on the DSP board.

The DSP board also implements a digital filter, which is a two-pole bandpass

filter with cutoff frequencies at 100 Hz and 2.5 kHz and a sampling rate of 24

kSamples/s, and also scales the combined signal by a factor, which controls the

feedback strength, which we denote β. The output of the DSP board is amplified

with a voltage amplifier, whose output drives the MZM. Although β is a combination

of gains of the photoreceiver, amplifier, and other components, the DSP board is

the only place where the gain is changed.

For this experiment, all parameters except for β are identical in all four nodes.

59



We keep β identical among the members of each group but allow a different β for

each group, denoted by β(A) and β(B). Previous studies have revealed the wide

variety of behaviors that are possible for this type of system, depending on the

value of β [62]. For this study, we have used a range of β from 0 to 10, with the

experiments focusing on cases of β > 3, for which the system displays chaos (with

some periodic windows) when the nodes are not coupled.

For each run of the experiment, the nodes are started from random initial

conditions. This system has a time delay, so the initial condition will be a function

of time over an interval. Thus, we allow the experiment to run with only random

electrical activity at the input to the DSP in the absence of coupling and feedback

for 1 second to provide the initial states for the nodes. After recording an initial

condition, we enable feedback for 4 seconds, which is long enough for transients to

disappear. At the end of this period, we enable coupling. Data are taken after

transients have died out.

4.4 Mathematical Model

The system of coupled feedback loops can be well-described by a mathematical

model with a system of time delay differential equations for the voltages input to the

MZMs x
(m)
i ∈ R and the vectors describing the states of the filters u

(m)
i ∈ R2 [62]:

u̇
(m)
i (t) = Eu

(m)
i (t)− Fβ(m) cos2[x

(m)
i (t− τ) + φ0], (4.1)

x
(m)
i (t) = G{u(m)

i (t) + ε
∑
j

K
(m)
ij u

(m′)
j (t)− u

(m)
i (t)]}, (4.2)
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where m and m′ 6= m denote the groups A or B, and i indicates the node within a

group.

E =

 −(ωH + ωL) −ωL

ωH 0

 , F =

 ωL

0

 , G =

(
1 0

)
(4.3)

are constant matrices that describe the filter. The filter parameters are chosen as

ωL = 2π ·2.5 kHz and ωH = 2π ·0.1 kHz. For a bipartite network with no intra-group

coupling, we define the inter-group coupling matrices K(m) = {K(m)
ij }:

K =

 0 K(A)

K(B) 0

 , (4.4)

where K is the overall coupling matrix for the entire network. For the configuration

shown in Fig. 4.1(a), i, j = 1, 2, and

K(A) = K(B) =
1

2

 1 1

1 1

 (4.5)

so that

K =

 0 K(A)

K(B) 0

 =
1

2



0 0 1 1

0 0 1 1

1 1 0 0

1 1 0 0


. (4.6)

Equations (4.1) and (4.2) can describe the dynamics of the uncoupled nodes if we set

the coupling strength ε = 0, as the second term in Eq. (4.2) represents the diffusive

coupling scheme.

Numerical simulations use a discrete-time implementation of these differential

equations, as described in Ref. [62]. The simulations of uncoupled and coupled
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systems are in excellent agreement with the experimental results for the variety of

dynamical behaviors that can be observed.

4.5 Stability of Group Synchrony

We will now investigate the existence and stability of the group synchronous

solution, i.e., we will derive analytical conditions determining whether such a solu-

tion (in which the two nodes of each group are identically and isochronously syn-

chronized, but there is no identical synchrony between nodes of different groups)

exists for given values of β(A) and β(B), and if it does, if that solution is stable. We

use the approach described in [2, 93]. The condition for the existence of the group

synchronous solution for a particular coupling configuration is that

∑
j

K
(m)
ij = c(m); m = {A,B}, (4.7)

i.e., that the row sum of the matrices K(m) is uniform within each group. For the

work reported here, we fix c(A) = c(B) = 1.

The group synchronized state for group m is governed by

u̇(m)
s (t) = Eu(m)

s (t)− Fβ(m) cos2[x(m)
s (t− τ) + φ0], (4.8)

x(m)
s (t) = G{u(m)

s (t) + ε[u(m′)
s (t)− u(m)

s (t)]}. (4.9)

Linearizing Eqs. (4.1) and (4.2) about the synchronous solution u
(m)
s (m = A,B),

we obtain the master stability equations:

δu̇(m)(t) =Eδu(m)(t)− Fβ(m) sin[2x(m)
s (t− τ) + 2φ0]

×G[(1− ε)δu(m)(t− τ) + εγu(m′)(t− τ)].

(4.10)
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Figure 4.2: Maximum Lyapunov exponent λmax as a function of β(A) and
β(B): (a) in the longitudinal directions γ = ±1, (b) in the transverse
direction γ = 0. White areas correspond to λmax = 0. Dots indicates
values of β(A) and β(B) used in this experiment.

In Eq. (4.10), γ is a parameter that is chosen from the eigenvalue spectrum of K. γ

may be any of the eigenvalues of K, but depending on the choice of γ, the Lyapunov

exponent will give information about the stability of the solution in the longitudinal

direction relative to the synchronous manifold, or in the direction transverse to

the manifold. The largest Lyapunov exponent as a function of this parameter γ is

called the Master Stability Function (MSF). For the configurations presented here,

the nonzero eigenvalues of K are 1 and -1, and any remaining eigenvalues are zeros.

Therefore, the stability results will be identical for any two-group network whose

nodes are described by Eqs. (4.1) and (4.2) and whose coupling matrix is in the

form of (4.4), satisfies (4.7), and has identical rows for either K(A) or K(A) (for a

proof, see section 4.8).

The eigenvalues γ = −1 and γ = 1 in the master stability equation (4.10) cor-
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respond to perturbations parallel to the synchronization manifold. The correspond-

ing value of the MSF determines the dynamical behavior inside the synchronization

manifold and is shown in Fig. 4.2(a) in dependence on the parameters β(A) and β(B).

Negative, zero, and positive values of the MSF for γ = −1, 1 denote fixed-point, pe-

riodic, and chaotic dynamics, respectively. Due to the inversion symmetry of the

MSF for two-group synchronization [2,93], the MSF values are identical for γ = −1

and γ = 1.

Transverse stability of the synchronization manifold is determined by using the

eigenvalue γ = 0 in Eq. (4.10). Figure 4.2(b) shows the largest Lyapunov exponent

in the transverse direction, which is negative for almost the entire range of β(A) and

β(B) that is shown, indicating that we expect the group synchronous solution to be

stable for most parameters.

4.6 Experimental Observations of Cluster Synchrony

To observe cluster synchrony, we require β(A) = β(B). The coupling structure

is shown in Fig. 4.1. We maintain the distinction between group A and group B

by the coupling structure, so that there is no coupling between nodes of different

groups. For cluster synchrony, even though the nodes are identical in equations and

parameters, they will not identically synchronize. Rather, the nodes will synchronize

in clusters, with identical synchrony between all the nodes in one cluster or group.

In this case, the nodes A1 and A2 synchronize into one cluster, and the nodes B1

and B2 synchronize into the other cluster (see Fig. 4.1). Thus, the two nodes in
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each cluster will identically synchronize, despite having no direct coupling between

them.

To predict the stability of the cluster synchrony state for four identical os-

cillators with this coupling configuration, we look at the MSF plots of Fig. 4.2 on

the plot diagonals, where β(A) = β(B). Because cluster synchrony is a special case

of group synchrony, when λ(max) < 0 in the transverse direction for β(A) = β(B),

cluster synchrony will be the stable solution. Two cases where we expect stable

cluster synchrony are shown by dots on Fig. 4.2. For β(A) = β(B) = 3.3 and for

β(A) = β(B) = 7.6, λ(max) > 0 in the longitudinal direction, indicating chaotic

behavior, and λ(max) < 0 in the transverse direction, indicating stable cluster syn-

chrony.

For β(A) = β(B) = 3.3, simulated and experimental time traces are shown

in Fig. 4.3. For this value of β, all four nodes identically synchronize. Because

identical synchrony is actually a special case of cluster synchrony, in which both

clusters identically synchronize to each other, this is not unexpected.

For β(A) = β(B) = 7.6, simulated and experimental time traces are shown in

Fig. 4.4. For this value of β, the four-node system displays cluster synchrony. The

two nodes of group A are identically synchronized, and the two nodes of group B

are identically synchronized, but the two groups are not identically synchronized,

despite having identical parameters.
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Figure 4.3: Time traces from simulation (upper) and experiment (lower)
for β(A) = β(B) = 3.3. For these values, the coupled system (right)
displays identical synchrony, a special case of cluster synchrony. The red
(solid) traces correspond to the nodes in group A, and the blue (dashed)
traces correspond to the nodes in group B, as shown in Fig. 4.1.
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4.7 Experimental Observations of Group Synchrony

To observe group synchrony in this system, we select dissimilar values of β(A)

and β(B), as shown by the black dots in Fig. 4.2. The global coupling strength is

chosen as ε = 0.8. The experimental values for β(A) and β(B) were adjusted using

the DSP board. The values of β(A) and β(B) used in simulation were established

by varying the values close to the experimental values to find nearby values which

match best the dynamical behavior of the experiments for uncoupled nodes, obtained

from the shape of the reconstructed attractor in phase space (e.g., in terms of the

attractors, Fig. 4.9). Since the values determined experimentally as β(A) = 7.6 and

β(B) = 3.3 are subject to measurement uncertainties, it is not surprising that we

find slightly different values in simulation, i.e., β(A) = 7.66 and β(B) = 3.28. The

comparison of uncoupled and coupled time traces in experiment and simulation is

shown in Fig. 4.5.

As can be seen in Fig. 4.5(a), the uncoupled nodes are completely unsynchro-

nized. In both the experiment and simulation, the dynamics of the nodes in group

B have a significantly smaller amplitude than those in group A, with qualitatively

similar dynamics between simulation and experiment.

The differences between the uncoupled dynamics of the two groups can be

further seen in Fig. 4.9(a), which shows the attractors of the experimental time

traces of one node in group A and one node in group B. The attractors are generated

with three-dimensional time-delay-embedding, with an embedding time of 0.05 ms.

The 5 ms of experimental data used to generate the embeddings includes the 2.5 ms
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of data that is shown in Fig. 4.9(a). In the uncoupled case, the amplitude of the

attractor for group A (left, red) is much larger than that of group B (right, blue),

and although we can see some structure in the attractor for group A, the attractor

for group B has a much more open structure, reminiscent of quasi-periodicity.

Figure 4.7 shows experimental and simulated time traces of the coupled sys-

tem. The simulated traces in Fig. 4.7(a) show the behavior of any two-group system

displaying stable group synchrony according to Eqs. (4.8) and (4.9), with the pa-

rameters we have used here. Figure 4.7(b) shows experimental results for a system

coupled according to Fig. 4.1(a). These time traces show that there is identical,

isochronal synchrony between x
(A)
1 and x

(A)
2 , and between x

(B)
1 and x

(B)
2 , but not

identical synchrony between the groups. Thus, this is an example of group syn-

chrony. We also performed experiments on two asymmetric four-node configurations.

These configurations were created by removing links from the original structure of

Fig. 4.1(a), while preserving the constant row sum and eigenvalues (1, -1, 0, and

0) of K, keeping all other parameters the same. Their topologies and dynamics

are shown in Figs. 4.7(c) and 4.7(d). Because these schemes are also described by

Fig. 4.2, they also display group synchrony. In the experimental time traces, there

are slight differences between the two traces of one group, due to the intrinsic exper-

imental noise and mismatch we expect in any real system. An example of a larger

network that displays the same behavior is shown in Fig. 4.8.

The correlations between the two nodes in each group are shown in Fig. 4.9(c)

for the selection of data that was used to construct the attractors in Fig. 4.9(b),

which includes the data displayed in the time traces of Fig. 4.5(b).These correlations
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Figure 4.5: Comparison of time traces from experiment (left column)
and simulation (right column). Nodes in group A (B) are indicated by
the red and solid (blue and dashed) lines. (a) Nodes are uncoupled,
and the uncoupled nodes are completely unsynchronized. (b) Nodes are
coupled according to the configuration in Fig. 4.1(a). There is identi-

cal, isochronal synchrony between x
(A)
1 and x

(A)
2 , and between x

(B)
1 and

x
(B)
2 , but not identical synchrony between the groups, so this is an exam-

ple of group synchrony. In the simulation, the two traces in one group
are exactly synchronized and are indistinguishable, as we expect from a
simulation without noise or mismatch. In experiment, slight differences
between synchronized traces arise from experimental noise and mismatch
in the real experimental system. In both the experiment and simulation,
the dynamics of the nodes in group B have a significantly smaller ampli-
tude than those in group A, with qualitatively similar dynamics between
simulation and experiment.
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show good identical and isochronal synchrony within each group.

The attractors of the two groups when they are coupled, shown in Fig. 4.6(b),

are quite different from each other. However, we note some differences in the at-

tractors of the coupled case (Fig. 4.6(b)) from the uncoupled case (Fig. 4.6(a)).

The coupled attractor for group A (left, red) has decreased in size compared to the

uncoupled case, and the center of the attractor has opened up, indicating that the

dynamics are possibly less chaotic or have a more quasiperiodic component. The

coupled attractor for group B (right, blue) has also decreased slightly in amplitude,

but the coupled attractor is less open than the uncoupled attractor.

To further examine the nature of the synchrony of this system, we calculate

the correlation functions of the experimental time traces, as shown in Fig. 4.9 for

the topology shown in Fig. 4.1(a). For two variables y(t) and z(t), which each have a

mean of zero, we define the correlation function C as a function of time lag ∆t [94]:

C(∆t) =
〈y(t)z(t+ ∆t)〉√
〈y2(t)〉〈z2(t)〉

. (4.11)

Figure 4.9(a) shows the autocorrelation functions for one node in each group when

the nodes are uncoupled. The autocorrelation of x
(A)
1 shows only a peak at zero

time lag, which indicates chaotic dynamics, while the autocorrelation of x
(B)
1 shows

periodic dynamics, with correlation peaks at intervals of the time delay τ = 1.4

ms. In Fig. 4.9(b), we show the cross-correlation functions of x
(A)
1 with x

(A)
2 , and of

x
(B)
1 with x

(B)
2 for the coupled system, which confirms identical, isochronal chaotic

synchronization between the two nodes in a single group. Figure 4.9(c) shows the

cross-correlation functions between two nodes in different groups, without and with
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coupling. The uncoupled case has no correlation, as we expect, but the coupled case

has a high correlation peak at a lag of ∆t = −1.4 ms. From this, we can see that

there is time-lagged phase synchrony between the two groups, with the dynamics

of group B leading the dynamics of group A by the system delay, τ . However,

the amplitudes of fluctuations of the two groups are still different after coupling,

so there is no complete synchronization, and we have an interesting situation of

the simultaneous coexistence of intragroup isochronal identical synchrony and time-

lagged phase synchrony between the groups.

4.8 Extension of Group Synchrony Results to Different Coupling

Configurations

Figures 4.7(b), (c), and (d) show that stable group synchrony is experimentally

observed for three different coupling configurations. However, our stability analysis

and the numerical computations in Fig. 4.2 apply to all of these coupling schemes

and, more generally, to a whole class of networks, characterized by an arbitrary

number of nodes in both the groups A and B [95].

We define NA and NB the number of nodes in group A and B, respectively.

Then the couplings are fully described by the NA×NB coupling matrix K(A), whose

entries {K(A)
ij } represent the intensity of the direct interaction from system j in

group B to i in group A and the NB × NA matrix K(B), whose entries {K(B)
ij }

represent the intensity of the direct interaction from system i in group A to j in

group B.
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Figure 4.9: Correlation functions of 3.9 s of experimental data. (a)
Autocorrelation functions for the dynamics of group A (left) and group
B (right), with no coupling in the system. (b) Cross-correlation functions
between the two nodes in group A (left) and group B (right), for coupled
nodes. (c) Cross-correlation functions between one node in group A and
one node in group B for the uncoupled system (left) and coupled system
(right).
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These matrices K(A) and K(B) can be combined with eq. (4.4) to give the full

coupling matrix. We assume that each row of K sums to one (i.e. c(A) = c(B) = 1

from Eq. (4.7)), and one of the following conditions is held:

K(A) =



a

a

...

a


, (4.12a)

K(B) =



b

b

...

b


, (4.12b)

where a (b) is any NB-dimensional row-vector (NA-dimensional row-vector) with its

entries summing to one. As long as one of these conditions is held, the eigenvalues

of the matrix K are

Λ = [0, 0, ..., 0]
⋃

[−1, 1], (4.13)

where here [0, 0, ..., 0] denotes |NA + NB − 2| zeros. As derived in [95], the group

synchronous solution for any network that satisfies either Eqs. (4.12a) or (4.12b) is

described by the plot in Fig. 4.2(b).

4.9 Conclusions

In conclusion, we have examined a four-node system of nonlinear optoelec-

tronic oscillators in the case where there are two groups of nodes with dissimilar
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parameters. Our experiments display the phenomenon of group synchronization,

and we analyze the stability of the group synchronized solutions for chaotic dy-

namical states. It is remarkable that, although the coupling is entirely between

the different groups and not within the groups, identical isochronal synchronization

within each group is induced by this coupling, while the two groups are not mutually

amplitude synchronized, as predicted by our stability analysis using the generalized

master stability function [2, 93]. Thus the nodes of group B act as a kind of dy-

namical relay [96] for the nodes of group A, and vice versa. These results have been

experimentally demonstrated with three coupling configurations, and conditions for

observing group synchrony in other networks have been discussed.

Our observations go beyond previous work on sublattice and cluster synchrony,

where the experiments focused on optical phase synchronization for coupled lasers

without self-feedback [84,85]. Group synchronization in larger networks is a signifi-

cant challenge for future experimental investigation.
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Chapter 5: Varying Coupling Delay to Produce Different Synchro-

nization States

This chapter is based on work from the following paper: Synchronization States

and Multistability in a Ring of Periodic Oscillators: Experimentally Variable Cou-

pling Delays, C. R. S. Williams, F. Sorrentino, T. E. Murphy, and R. Roy, Manuscript

submitted to Chaos (2013).

5.1 Overview

We experimentally study the complex dynamics of a unidirectionally coupled

ring of four identical optoelectronic oscillators. The coupling between these systems

is time-delayed in the experiment and can be varied over a wide range of delays.

We observe that as the coupling delay is varied, the system may show different syn-

chronization states, including complete isochronal synchrony, cluster synchrony, and

two splay-phase states. We analyze the stability of these solutions through a master

stability function approach, which we show can be effectively applied to all the dif-

ferent states observed in the experiment. Our analysis supports the experimentally

observed multistability in the system.

Synchronization between delay-coupled oscillators has many applications in
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biological and technological contexts. In the specific configuration of periodic os-

cillators connected in a unidirectional ring, changing the coupling time delays can

lead to different synchronization relationships between the oscillators. In this paper

we present an experiment of four oscillators coupled in a unidirectional ring, with

coupling delays that can be changed to observe different synchronization states.

5.2 Introduction

Synchronization between coupled oscillators is of interest to numerous areas

of research. In particular, understanding the phase relationship between synchro-

nized oscillators could have applications to coupled neurons in the brain, where

synchronization can play a role in neurological disorders. Prasad and his colleagues

observed a phase-flip bifurcation, or a transition from in-phase synchrony to out-of-

phase synchrony as the coupling delay between two oscillators is increased, both in

simulations and in an electronic circuit [97]. Adhikari and his collaborators observed

similar transitions for neuron models, including larger numbers of coupled nodes [4].

There are other examples in nature and applications in technology where the role of

synchronization patterns between clock signals is important. For example, specific

rhythmic patterns of neural activity generated by groups of neurons which go by the

name of central pattern generators are known to regulate complex coordinated tasks

such as locomotion and respiration [98–100]. In particular, a unidirectional ring of

four coupled oscillators can act as a central pattern generator to produce different

gait types in quadrupeds [5].
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Previous work has focused on rings of unidirectionally coupled Stuart-Landau

oscillators [101–103], both in the absence and in the presence of delays. Choe et al.

have theoretically considered and numerically simulated systems of delay coupled

oscillators, and have shown the ability to control the presence of different synchro-

nization states as the coupling delay is changed [104]. Other papers have focused

on unidirectional rings of coupled chaotic oscillators and found that due to the ring

structure, chaos may be suppressed in favor of periodic solutions [105–108]. Ex-

perimental circuital realizations of unidirectional rings of coupled Lorenz systems

were studied in [106, 109]. However in Refs. [106, 109], coupling delays were not

considered.

Here, we present an experiment of coupled optoelectronic oscillators configured

so that the coupling delays can be easily varied. By changing the coupling delays, we

observe different synchronization states. The network topology, shown in Fig. 5.1(a),

is composed of four oscillators, each with its own feedback delay τf . This feedback

creates dynamics in each oscillator, even when they are uncoupled from the other

nodes. The four oscillators are delay-coupled together in a unidirectional ring. Each

coupling link has delay τc, and here we restrict ourselves to the case where τc ≥ τf .

For different values of τc, we observe different behaviors of this system, and for some

parameter values, we see different behaviors that are dependent on initial conditions,

or a multistability of two or more behaviors. We can use a master stability function

(MSF) analysis [80] to evaluate the stability of the observed behaviors.
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5.3 Experiment

The experimental setup of a single optoelectronic oscillator is shown in Fig. 5.1(b).

In Fig. 5.1(b) the red lines indicate an optical signal, and the black lines indicate an

electronic signal. The coupling delay τc is varied by discrete steps by programming

the digital signal processing (DSP) board, and τf remains fixed. For each measure-

ment, the system always starts with both the feedback and coupling disabled, so

that only noise is present. Then feedback is enabled, followed by the coupling.

The system is well-modeled by a system of coupled time-delay differential

equations [62]:

u̇i(t) = Eui(t)− Fβ cos2(xi(t− τf ) + φ0), (5.1)

xi(t) = G{ui(t) + ε
∑
j

Kij[uj(t− τc + τf )− ui(t)]}, (5.2)

for oscillators i = 1, ..., N , where xi ∈ R are the voltages input to the MZMs and

ui ∈ R2 are the vectors describing the states of the filters. For our ring of four

nodes, N = 4. The filter is described by constant matrices

E =

−(ωH + ωL) −ωL

ωH 0

 ,F =

ωL
0

 , and G = (1 0), (5.3)

and the filter parameters are chosen as ωL = 2π × 2.5 kHz and ωH = 2π × 0.1 kHz.

The adjacency matrix for a unidirectional ring is given by

K =



0 0 0 1

1 0 0 0

0 1 0 0

0 0 1 0


. (5.4)
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Figure 5.1: (a) Schematic of four nodes connected in a unidirectional
ring. (b) Experimental setup for a single node, an optoelectronic, non-
linear oscillator, with time-delayed feedback.
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The coupling strength is ε = 0.2, the modulator bias is φ0 = π/4, and the feedback

strength is β = 1.21. The feedback delay is fixed at τf = 1.4 ms. All parameters are

identical for the four nodes. The feedback strength(β) and feedback delay (τf ) were

chosen so that, when uncoupled (ε = 0), each node in the natwork would oscillate

periodically.

We vary the value of τc and observe the relative phases between the oscillators.

As the coupling delay increases from τc = τf , we observe in each measurement one of

four distinct synchronization states between the four coupled oscillators, as shown in

Fig. 5.2. We can categorize these states by the relative phase δk between successive

oscillators. These states can also be described as isochronal synchrony (state S0,

δ0 = 0), splay-phase synchrony, (state S1 or state S3, δ1 = π/2 or δ3 = 3π/2) and

cluster synchrony (state S2, δ2 = π), which have been described and observed in this

and other systems [2,3,93,104]. At some values of the coupling delays, bistability is

observed between pairs of these synchronization states. For longer coupling delays,

we also see multistability between three or all four of these states. Note that in the

case of multistability, the phase relationship is determined by the initial conditions,

and once the four-node system has established a particular phase relationship after

a transient period, the relative phases are maintained. While the time traces shown

in Fig. 5.2 are for the coupled oscillators, they all resemble the time evolution of an

uncoupled (isolated) system.
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(a) State S0: Isochronal Synchrony, δ0=0 (τc=τf)

(b) State S1: Splay-phase Synchrony, δ1=�/2 (τc=1.3τf)

(c) State S2: Cluster Synchrony, δ2=� (τc=1.5τf)

(d) State S3: Splay-phase Synchrony, δ3=3�/2 (τc=1.8τf)
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Figure 5.2: Representative time traces for four different values of the
coupling delay, each displaying a different phase relationship between
the four nodes, as denoted by δk, the phase shift between successive
oscillators in state Sk. Experimental traces are on the left, simulations
on the right.
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5.4 Stability Predictions

Representative time traces for four different values of the coupling delay, each

displaying a different phase relationship between the four nodes, as denoted by δk,

the phase shift between successive oscillators in state Sk. Experimental traces are

on the left, simulations on the right.

5.5 Results and Discussion

For each coupling delay 1.4 ms < τc < 3 ms, we performed 10 independent

experiments and 2000 simulations, each starting from random initial conditions and

observed how frequently each synchronization state occurred. The results are shown

in Fig. 5.4. As the time delay τc is increased, the observed phase lag δ between suc-

cessive oscillators increases in a step-like manner, separated by regions of bistability

in which the system could fall into one of two possible stable synchronization pat-

terns. For the coupling delay range shown in this figure, only one or two different

phase relationships were observed for each value of the coupling delay, with good

agreement between experiment and simulation. For the values of τc for which a

particular phase relationship synchronization state has a negative MSF, we see the

corresponding synchronization state displayed in simulation and experiment. If, for

a particular value of τc, more than one phase relationship is stable, we see the cor-

responding two or three synchronization states in simulation and experiment. The

particular state that is present depends on the initial conditions.
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For longer coupling delays, near τc = 8 ms, the results from simulations are

shown in Fig. 5.5, where there can be three different relationships shown, as we

expect from the MSF calculations shown in Fig. 5.3(a). In the experiment, we also

observe multistability between three synchronization states for larger values of τc.

A comparison of Figs. 5.3(b) and 5.4 show good agreement between simulation,

experiment, and calculated stability. The observations of particular phase relation-

ships in experiment and simulation correspond well to the regions where the MSF

predicts stability for those different phase relationships. For τc slightly less than 3

ms, the stability calculation predicts that the cluster synchrony solution (δ = π) is

stable, but this behavior is not observed in the experiment nor simulation. This is

because the MSF calculation refers to local stability about a given state and does

not guarantee that a solution can be easily reached from random initial conditions.

89



It is possible that given precise initial conditions, the system could be placed in a

basin of attraction for this synchronous state, but cannot be seen from the random

initial conditions we use.

We have observed a transition from in-phase, isochronal synchrony to splay-

phase synchrony as we change the coupling delay to values larger than the internal

delay. We have further observed three additional transitions - splay-phase→cluster,

cluster→ splay-phase, splay-phase→isochronal - as the coupling delay is increased

to twice the feedback delay, and the transitions appear to be cyclic as the coupling

delay is further increased. The transitions are not sharp; for intermediate ranges

of coupling delays, bistability is sometimes observed. This phenomenon was also

observed in simulations of a unidirectional ring of coupled Stuart-Landau oscillators

[104].

While multiple patterns of synchronization can occur in a unidirectional ring

with symmetric coupling, real systems may have asymmetric or inhomogeneous de-

lays between elements. The propagation time for a signal in the nervous system,

for example, can be different for each link. Two recent papers investigate the syn-

chronization patterns that occur in a unidirectional ring of oscillators or modeled

neurons, both for homogeneous delays and for inhomogeneous delays [110,111]. By

changing the coupling delays so that they are not all equal, a variety of synchroniza-

tion states can be created, and the state is determined by the values of the coupling

delays.

While our investigation focused on the case of four equal coupling delays, we

also experimentally and numerically investigated the case where the coupling delays
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are not identical, i.e. τ
(i)
c is the coupling delay of the signal coming into node i,

and τ
(1)
c , τ

(2)
c , τ

(3)
c , and τ

(4)
c can be varied independently. In this investigation, we

focused on the case where the average coupling delay τ̄c = (1/4)
∑

i τ
(i)
c corresponds

to the value of τc for which isochronal synchrony is stable in the case of four equal

coupling delays. If that is the case, we can write the solutions as time-shifted copies

of each other, with time shifts that correspond to the differences of the coupling

delays.

We considered two scenarios of asymmetric coupling delays. In the first, the

total round trip time (or equivalently, the average coupling delay) was held constant,

while one of the coupling delays was decreased, and another was increased. In the

other case, three of the coupling delays were held fixed, while the fourth was varied.

In both cases, we could predict the phase relationship between the dynamics of the

four nodes by considering the geometry of the coupling delays and using simple

algebraic equations.

5.6 Conclusion

In conclusion, we have presented an experiment of four optoelectronic oscilla-

tors coupled in a unidirectional ring, in which the coupling delays can be varied. We

have observed four different synchronization states as the coupling delay is varied,

including isochronal synchrony, cluster synchrony, and splay phase synchrony. We

have compared our experimental results with simulations and numerical stability

computations using a master stability function approach.
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Chapter 6: Conclusions and Future Work

In summary, we have studied two different experimental systems: an optical

system to generate random numbers, and an optoelectronic network of four feedback

loops used to study synchronization between dynamical systems.

In the first, we have constructed a fiber optic system that generates a sequence

of random bits at a bit rate of 12.5 Gbit/s. This is the first physical RNG whose

source for a random signal is quantum mechanical noise from amplified spontaneous

emission in a fiber amplifier. The optical signal is detected using threshold detection

to generate a binary sequence, and a time-delayed XOR is performed on the binary

sequence in order to reduce correlations to an acceptable level. The quality of

the resultant bit sequence is verified by passing the NIST and Diehard test suites,

which are the standard industry evaluations for cryptographically secure random

bit sequences.

The area of random number generation, particularly physical RNGs, continues

to be an area research with interesting questions and new developments. One recent

advance in optical noise-based RNGs was reported by Li, et al., who generated

two parallel, independent streams of random bits from a single optical source, a

superluminescent LED, increasing the overall rate of bit generation to 20 Gb/s [112].
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While the work presented in Chapter 2 and reported in [112] is based only on a

quantum-mechanical noise source, much recent work in the field has focused on

chaotic lasers or laser systems with feedback [113–116], including the development

of on-chip laser-based RNG devices [117]. In these systems, the chaotic nature

of the system relies on the presence of quantum-mechanical optical noise, which is

amplified by or mixed with chaotic dynamics, in order to generate non-deterministic

random bit sequences. In 2012, Mikami, et al. described a method for understanding

the entropy of a bit sequence generated from a chaotic laser with noise [113]. Secure

key distribution is an important application of RNGs, particularly optical methods,

and in 2012, Yoshimura, et al. demonstrated a method of secure key distribution,

enabled by driving two semiconductor lasers into synchrony by injecting them with

a common, random optical signal [116]. Another recent study reports a method

of generating random bits by combining a source of spontaneous emission noise

with a bistable ring laser [118]. The relationship between the chaotic dynamics and

the quantum-mechanical noise and the generation of random bits is still a topic

to be explored. Particularly, is there a way to understand the contribution of the

quantum mechanical noise in the system to the randomness of the signal, compared

to the contribution of the chaotic or deterministic dynamics? An experimental

system that could generate both limits of purely quantum mechanical noise and

highly deterministic chaos, while adjusting the amount of noise or determinism,

would provide an opportunity to analyze the relationship between the two types of

dynamics, and their uses for RNG.

The second experimental system is a small network of four time-delay coupled
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oscillators. Each oscillator is an optoelectronic feedback loop consisting of commer-

cially available fiber optic and electronic components. A single loop can generate a

range of dynamics, including periodic and chaotic, depending on the parameters of

the system. When coupled, the dynamics of the feedback loops can synchronize into

a variety of patterns. We have reported the first experimental observations of group

synchrony between chaotic oscillators, in which the oscillators in the network are

grouped by different parameters. When coupled together, the oscillators in the same

group identically synchronize, even when they are not connected to one another. We

have also presented a new experimental realization of periodic oscillators coupled in

a unidirectional ring, varying the coupling delay. As the coupling delay is changed,

the oscillators display different synchronization states: isochronal, splay-phase, and

cluster synchrony. We have modeled this experimental system, and compare the nu-

merical and experimental results with theoretical predictions for synchrony, which

are in good agreement.

This experimental system of four optoelectronic oscillators has great poten-

tial for future research. By using programmable circuitry (DSP or FPGA boards),

nearly all of the parameters can be varied independently and the network connec-

tivity structure can be easily changed, allowing for tremendous flexibility in the

experiments that can be performed. The ring configuration in particular is one

that has many interesting questions to be answered. While some initial study of

asymmetric coupling delays has been performed elsewhere analytically and numeri-

cally [110, 111], and initially experimentally, as reported here in Chapter 5, a more

thorough experimental study of asymmetric time delays would be a straighforward
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next step. Another interesting extension of the unidirectional ring configuration

would be to study a unidirectional ring of oscillators that are tuned to have chaotic

dynamics.
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group synchrony in a system of chaotic optoelectronic oscillators, supplemental
material. Phys. Rev. Lett., 110:064104, Feb 2013.

[96] Ingo Fischer, R. Vicente, J. M. Buldú, M. Peil, Claudio R. Mirasso, M. C. Tor-
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trolling synchrony by delay coupling in networks: From in-phase to splay and
cluster states. Phys. Rev. E, 81:025205, Feb 2010.
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Villar. Observation of a fast rotating wave in rings of coupled chaotic oscilla-
tors. Physical review letters, 78(2):219, 1997.
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