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Abstract—We present ultrafast slotted optical time-division ~marily data traffic, has stimulated the rapid evolution of optical
multiplexed networks as a viable means of implementing a highly networking technologies in recent years. In the first-generation
capable next-generation all-optical packet-switched network. Such terrestrial optical networks deployed today, high-speed elec-

a network is capable of providing simple network management, troni t int ted b tical fiber links utilizi
the ability to support variable quality-of-service, self-routing of ~FONIC FOULErS are interconnected by optical fiber inks utlizing

packets, scalability in the number of users, and the use of digital Wavelength division multiplexing (WDM). In order to achieve
regeneration, buffering, and encryption. We review all-optical packet routing, the optical signal entering the router is con-
switch and Boolean logic gate implementations using an ultrafast yerted to an electronic signal and demultiplexed into lower-rate

nonlinear interferometers (UNIs) that arecapable of stable, pat-  giraamg that are electronically routed in the switch core and
tern-independent operation at speeds in excess of 100 Gh/s. We

expand the capability provided by the UNI beyond switching and then remultiplexed to a high-spggd ele(?tronic signal that -is
logic demonstrations to include system-level functions such as output from the router on the specified optical wavelength. This
packet synchronization, address comparison, and rate conversion. optical-electronic-optical conversion leads to router congestion
We use these advanced all-optical signal processing capabilities togng reduced throughput in today’s networks. Because trans-

demonstrate a slotted OTDM multiaccess network testbed oper- . _ . . : . . .
ating at112.5 Gb/s line rates with inherent scalability in the number mission rates continue to increase in optical fiber much faster

of users and system line rates. We also report on long-haul propaga- than electronic processing speeds, work is underway to develop
tion of short optical pulses in fiber and all-optical 3R regeneration second-generation optical networks that provide continuous
as a viable cost-effective means of extending the long-haul distanceoptical paths using optical cross-connects (OXCs) and optical
of our OTDM network to distances much greater than 100 km. add-drop multiplexers (OADMs). With these technologies,
Index Terms—3R regeneration, address comparison, demulti- individual wavelength channels can be routed between nodes
plexing, folded ultrafast nonlinear interferometer, intersymbol — o switched on/off the network using all-optical techniques. In
interference, laser amplifiers, long-haul transmission, optical dert hi trulv flexibl ket switchi ith larit
communication, optical logic devices, optical logic gates, optical oraerto achieve truly ?X' € packet switching wi gra_nu,a,“ y
packet switchingl 0ptica| processingl 0ptica| propaga’[ion, op- that eXtendS beyond S|ng|e WaVelength Channels to |nd|V|dUa|
tical switching, optical time-division multiplexing, polarization packets, third-generation optical packet-switched networks with
stabilization, pulse-position modulation, pulse time modulation, optical routers connected to the OXCs and OADMs in the optical
rate conversion, synchronization, time division multi-access, time .5 hohrt Jayer are envisioned. The addition of optical routers
division multiplexing, ultrafast networks, ultrafast nonlinear . . . - . .
interferometer. in third-generation packet-switched networks will allow active
packet routing within and between wavelengths while simulta-
neously providing an optical path that is transparent to both data

. INTRODUCTION format and transmission rate. Third-generation packet-switched

HE growth of the Internet has led to a surge in demand foetworks are expected to provide many advantages compared
bandwidth in telecommunications networks. This trend0 earlier architectures. First, low-level network functionality

along with the changing nature of the traffic from voice to priSUCh as routing is distributed in the Optical network core, while
high-level processing such as network management and user
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tocol stack. For practical reasons, this first step makes sensedieeams can be all-optically regenerated in order to expand
cause it allows straightforward extension of existing networkeetwork transmission distances.

into the optical regime, without any modification of the higher In this paper, we discuss our efforts to implement ultrafast
layers. While the use of optical technology in today'’s first-gerdevices, packet processing functionality for OTDM networks,

eration networks has been utilized to increase existing netwdokg-haul short-pulse propagation, and all-optical 3R regenera-
capacity, such an architecture does not fully utilize the advaiien. Each of these topical areas are required in order to imple-
tages offered by optical networking. ment packet switching for third-generation all-optical networks.

Second-generation optical networks that achieve routing aBéginning with key components for slotted OTDM systems, we
switching with wavelength granularity are possible today dudiscuss the ultrafast nonlinear interferometer optical logic gate
to the development of new optical components such as inf#d the use of pulse-position modulation to achieve data pat-
grated tunable lasers, wideband spectrally flattened optical aign-independent functionality. We also present current results
plifiers, fiber Bragg grating wavelength routers, and cross-cofft which we demonstrate OTDM testbed operation at single
nect switches. In such a WDM network, electronic rate datag§annel line rates of 112.5 Gb/s. Network-wide self-synchro-
modulated onto multiple wavelength channels that can proﬁgzation is achieved using global clock distribution and a single
gate through an optical fiber with minimal interchannel intereptical logic gate. We achieve all-optical 4-bit address compar-
ference. At present, WDM networks with individual wavelengti#on and transmit and receive OTDM slots fully loaded with
channel rates of 10 Gb/s are being deployed, with 40 Gb/s equi§0 Gb/s pseudorandom binary sequence data. Finally, we de-
ment under development. Due to the large number of waR&"be our work in long-haul propagation of short optical pulses
length channels that must be processed at each node and theﬁ\gg@ll—optlcal regeneration using the folded ultrafast nonlinear
of practical optical buffers, resource management and controff{erferometer.

a WDM network can be challenging. These functions are gen-

erally achieved using a central network resource scheduler that [l. ULTRAFAST OPTICAL LOGIC

coordir_1ates network access and source/destination wavelengt}g”_opticm switches and logic gates are capable of high-speed
allocation. o _ operation & 100 Gb/s per channel) and low power consumption

_ In optical time-division multiplexed (OTDM) networks, the typical switching energies: 20 fJ per pulse). A key parameter
fiber bandwidth is available in a single (or few) high bit-ratenat influences the design of an all-optical component s the non-
wavelength channel(s) instead of being distributed across mapyar material. Past demonstrations of all-optical components
distinct WDM channels. In bit-interleaved OTDM networksyere implemented using discrete optical devices and exploited
(e.g., [1], [2]), electronic data from an individual user ighjrd-order nonlinear processes in active semiconductor mate-
modulated onto a short-pulse train with a repetition rate thﬁm or Optica| fiber. Various optica| switch and |ogic gate ar-
matches the original electronic data rate (i.e., 10 Gb/s). Eitectures have been developed to date. Examples of semicon-
achieve high spectral efficiency in a bit-interleaved OTDMjuctor-based optical switches implemented with discrete com-
network, short optical pulse trains from multiple users can Bgnents include demultiplexers [8]-[13], wavelength converters
bit-interleaved in time with minimal interchannel interferenceg14], [15], pass gates [16], add-drop multiplexers [17], and op-
Bit-interleaved OTDM and WDM systems are similar becausgal regenerators [18], [19]. Demonstrations of optical fiber
the fiber bandwidth is divided into a large number of lower-ratewitches include demultiplexers [20]-[22], pass gates [23], and
channels. Also, centralized management of resources is ¢gtical regenerators [24], [25]. Optical logic gates have also
quired and current switching technologies preclude any uds#en developed using semiconductor material and discrete com-
from accessing the entire bandwidth of the network at amonents for Boolean operations includiagb [26], [27], OR
given time. Therefore, from an architectural point-of-view, bitf26], andxoRr [28] gates. Demonstrations of optical fiber logic
interleaved OTDM systems are identical to WDM systems. gates includenD [29] andxoR [20], [30] gates.

Slotted OTDM networks [3]-[7] are fundamentally different Optical switches will ultimately be feasible in larger systems
from bit-interleaved OTDM and WDM systems. Time ionly if they can be significantly reduced in size and monolithi-
partitioned into slots containing tens-of-thousands of bits awdlly integrated with high yield. These requirements are difficult
each access node is capable of bursting data into these dotatisfy using optical fiber switches. However, the nonlinear re-
at the ultrafast channel rate- 100 Gbs). Because the data isponse of semiconductor materialis typically four orders of mag-
packetized, slotted OTDM systems can provide better netwarkude larger than in fiber and the required interaction length is
performance in terms of throughput and delays through stgpically less than 1 mm. This comparatively small interaction
tistical multiplexing of multiple user traffic. Also, centralizedlength and potential for multiswitch integration has resulted in
network management is simpler because the signaling infétine development of a Mach—Zehnder switch structure in which a
mation needed for resource allocation is contained in the sk&miconductor optical amplifier (SOA) is placed in each arm of
header. Slotted OTDM networks have the potential to providiee interferometer [31]. These single switches and logic gates are
all-optical packet-switching functionality. For both high-endypically afew millimetersinlength and have been demonstrated
users capable of transmission bursts at very high rates and ldye variety of applications including demultiplexing [32]-[36],
sets of low-rate users, all-optical packet switching in slotteglavelength conversion [32], [37], add-drop multiplexing [34],
OTDM networks will enable both guaranteed bandwidth arptical regeneration [32fHR gates [38], an&oOR [39] gates.
bandwidth-on-demand network services. Another advantageAlthough the large nonlinear response of semiconductor
for OTDM systems is that single-channel ultrafast optical pulseaterial is attractive, semiconductor-based optical switches are
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Fig. 2. Pulse position modulator.

challenging to implement in practice due to the different physccur over time scales longer than their temporal separation,
ical components and response times that contribute to the totédereas only the signal pulse component overlapped by the con-
material nonlinearity. Pump-probe experiments have been useal pulse experiences the additional nonlinear phase shift due
to characterize the various nonlinear mechanisms in InGaAgPthe ultrafast components in the semiconductor nonlinear re-
waveguides [40]. In addition to subpicosecond componerggonse. Because the long-lived index of refraction changes are
of the semiconductor nonlinearity resulting from two-photonancelled, the UNI provides a balanced interferometric output.
absorption, spectral-hole burning and carrier heating, interbandn addition to the UNI, various balanced interferometer de-
carrier dynamics lead to long-lived refractive index and gawigns [8], [10], [16], [17], [31] have been used to compensate
nonlinearities which have a recovery time between 100 to 10€f) the long-lived index changes in the semiconductor. How-
picoseconds. The carrier lifetime may be reduced to a few temger, gain-saturation remains a problem and leads to pattern-de-
of picoseconds by operating at high carrier densities or by thendent amplitude modulation at the output of the switch, espe-
use of optical holding beams [41], [42]. Even after reducingially when data is injected into the control port of the UNI. Sev-
the carrier lifetime, interband dynamics can limit the maximuraral methods for reducing the effects of gain-saturation in SOAs
operational speed of an all-optical switch. used for in-line amplification of nonreturn-to-zero (NRZ) sys-
The ultrafast nonlinear interferometer (UNI) [12], [26], [271tems have been recently proposed [43], [44]. These techniques
is a switch geometry that eliminates the operational speed limit&intain a constant intensity in the SOA by modulating both the
imposed by data pattern-dependent long-lived refractive inddata and the inverse data on orthogonal polarizations or wave-
nonlinearities in semiconductor material. A block diagram déngths. They are not easily extended to return-to-zero (RZ) for-
the UNI is shown in Fig. 1. The signal pulse input to the switchnats such as those used in optical time-division multiplexed net-
is splitin birefringent fiber into two orthogonally polarized tem-works.
porally-separated components. The control pulse input is com-By contrast, pulse-position modulation (PPM) is a modula-
bined via a 50/50 coupler and set to temporally overlap otien format with a constant energy-per-bit that can be easily im-
of the orthogonal signal pulse components at the SOA ngolemented in existing OTDM architectures. With PPM, a pulse
linear medium. Via cross-phase modulation (XPM), the contrekists in every bit slot, ensuring a constant energy-per-bit. In-
pulse imparts a nonlinear phase shift on the overlapped sigf@imation is conveyed via the temporal placement of the pulse
pulse component. After propagation through a second piecevathin the bit slot. In the present paper, we use a binary PPM
cross-spliced birefringent fiber, the two signal pulse compd&rmat where a pulse in the first half of the bit slot represents a
nents are reset to temporally overlap and then interfere togetH&f while a pulse in the second half of the bit slot represents a
at a polarizer set at 45with respect to the orthogonal signal‘l.” Thus, at a data rate of 112.5 Gb/s (8.8 ps/bit), the difference
polarizations. At the output of the switch, the control pulse is arrival time between a “1” and a “0” is only 4.4 ps. Since this
removed by a bandpass filter tuned to the signal wavelengthtemporal separation is much shorter than the gain recovery time
Because the UNI is a single-arm interferometer, the switafthe SOA, patterning due to gain-saturation is greatly reduced
is stable with respect to length changes because both sigmatompared to other intensity modulation formats [45].
components travel along an identical path through the deviceTo generate a pseudorandom stream of binary PPM pulses,
The UNI also eliminates data pattern-dependent long-lived nee use the setup shown in Fig. 2. A mode-locked fiber laser
fractive index changes because both signal components passtting pulses at a repetition rate of 12.5 GHz is used as the
through the nonlinear medium. The interferometer is balancegut to a 2x 2 LiNbO3 modulator. A 12.5 Gb/s NRZ pseudo-
because both signal components experience phase changegséanatom binary sequence from a pulse-pattern generator causes
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Fig. 3. Synchronous OTDM testbed headend, transmitter, and receiver configuration and network slot architecture.

the modulator to switch between cross and bar states. This piber spans. Manual delay lines require active monitoring due
duces an RZ on-off-keyed (OOK) version of the data in orte environmentally induced delay variations. Orthogonally po-
output arm of the switch and the inverse of the data in the otHarized clock and address pulses are difficult to maintain due
output of the switch. A variable optical delay line (ODL) in ondo polarization-mode dispersion inherent in optical fiber spans
of the arms introduces the temporal PPM offset. The two pulaad prevent increased spectral efficiency through polarization
streams are then recombined in a 50/50 polarization maintainimgltiplexing [55]. In addition to reducing modulation spectral
coupler to produce the PPM data stream. Because of its inheificiency, system-synchronization to packet-level achieved by
ently stable operation and ultrafast response, we use the Wiffset marker bit-spacing is difficult over long fiber spans due
with PPM data formatting to provide multiple all-optical logicto Gordon—Haus induced timing jitter [56] and the requirement
and switching functions such as packet synchronization, addre$surrent all-optical regeneration architectures (i.e., [18], [19])
comparison, and demultiplexing at rates in excess of 100 Glds fixed bit-period spacing to achieve successful regeneration
in our OTDM system testbed demonstration. of the incoming data format.

In this paper, we describe an ultrafast synchronous OTDM
network testbed [52]-[54] that includes a headend, transmitter,
and receiver passively connected to a continuous optical bus

At present, the majority of research on ultrafast optical neshown in Fig. 3. The headend generates the global clock and the
works has been focused on device technology demonstratitinge slots used to partition transmitted data. An actively mode-
such as all-optical logic at OTDM rates [27], high repetilocked fiber laser tuned to 1550 nm in the headend generates
tion-rate short pulse optical sources [46], self-synchronizatitime system clock which consists of 2 ps pulses at a 12.5 GHz
techniques [47], wavelength conversion [14], and short pulsepetition rate. In order to mark the beginning of each 100 ns
long-haul propagation [48]. Although the number of OTDMong OTDM slot, an electro-optic modulator removes one of
systems in which end-to-end packet processing at the line ratery 1250 clock pulses. The headend continuously launches
is demonstrated has been limited, significant progress has bdemempty slots shown in Fig. 3 onto the system bus.
made in various areas including single-bit [49] and multiple-bit The transmitter generates a network address header and data
[50], [51] all-optical address comparison and packet routingayload and inserts both into an empty network slot on the
at OTDM rates and receiver slot self-synchronization [50$ystem bus. It should be noted that our slot synchronization
[51]. Recent demonstrations of systems that provide badind address comparison technique is designed to work for serial
packet synchronization and address processing are describ@d Gb/s random data. In our current demonstration, however,
in [49]-[54]. In [51], two passively mode-locked lasers argve use bit-interleaving techniques as a cost-effective method
bit-phase-synchronized via an active control circuit. Systetn generate high-speed pseudorandom binary sequence (PRBS)
synchronization to incoming network packet timing is achievedata for insertion into OTDM slots. The transmitter passively
however, by manually setting an optical delay line. In [491aps a portion of the energy from the system bus and modu-
[50], a single clock pulse orthogonally polarized to the addrekges the coupled clock pulses via PPM into a 4-bit network ad-
bits was used for system synchronization to packet timing addess header and PRBS data payload. PPM data formatting is
local receiver address generation [50]. An alternative meamsed to mitigate pattern-dependent-gain-saturation-induced am-
of system synchronization to incoming packet timing, whicplitude patterning in the semiconductor-based UNI optical logic
requires correlation detection of two marker pulses with agates. This 12.5 Gb/s packet is then optically multiplexed to 100
offset spacing of 1.5-bit periods, is also described in [50].  Gb/s and passively coupled and interleaved with the 12.5 GHz

Each of these packet-level system synchronization techniquésck pulses in the network slot on the system bus to achieve
[49]-[51] presents a system designer with significant challengéte 112.5 Gb/s line rate shown in Fig. 4. In the multiplexer,
when the transmitter and receiver are separated by long optieptical delaysr7/9, 10T'/9, and147/9 (whereT = 80 ps is

I1l. OTDM SYSTEM DESCRIPTION
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Fig. 5. Slot marker detection functional block diagram and measured digital

. . . ampling oscilloscope trace. The global clock and local receiver clock pulses (C)
the bit period at 12.5 Gb/s) are used to decorrelate adjacent 5ﬂ=§temporally aligned at the UNI and the missing SM pulse opens an optical

after multiplexing and provide an opening in each bit-period fewitching window in the signal pulsetrain which outputs a single SM pulse from
global clock insertion. The 112.5 Gb/s OTDM line rate exceed UNI- The digital sampling oscilloscope trace indicates the SM detection
. . . ocess is achieved with a 8.5-dB extinction ratio.
electronic processing speeds. Therefore, optical cross-corréla-
tion with 2 ps sampling pulses at 12.5 Gb/s is used to image
the 112.5 Gbit/s OTDM slot in Fig. 4. If multiple transmitterspulse train. Because this UNI is biased as\alD gate, a single
are on the network, a determination of whether or not a slotsignal pulse at 1545 nm is switched out of the gate only when
empty or full must be made before a given transmitter attemgtse missing slot marker pulse is present in the control stream
to fill the slot with its own data. Because PPM data results @t the UNI. This single pulse provides a temporal marker local
a pulse in every bit period, the empty slot energy will be lowdp the receiver that signifies the beginning of a slot. Although
than a full slot and empty/full slot determination is conceptuhis technique is adaptable to variable-length packets, we used
ally simple. Because global clock pulses are modulated in thdixed 100 ns long slot size in our experiment. In the 100 Gb/s
transmitter, the need for a local optical source is eliminated, th3 DM system, optimal slot marker detection is achieved with a
extending network scalability and achieving self-synchroniz&-5 ps switching window and switching energies less than 25 fJ.
tion between the transmitter address header/data payload Asghown in Fig. 5, an extinction ratio of 8.5 dB is achieved for
headend-generated slot. the slot marker detection process with 7 fJ signal and 24 fJ con-
The receiver passively taps a fraction of the energy from thi®l pulse train UNI switching energies. We recognize that spec-
system bus. The coupled network pulse train is then opticatial efficiency is reduced using this slot timing synchronization
amplified and directed to three all-optical logic gates that peiechnique. Aggregate data rates of 1.28 Th/s have been demon-
form slot marker detection, address comparison, and data rait@ted for a single OTDM channel [55], however, and the in-
downconversion in order for electronic processing of the paglusion of a 12.5 GHz global clock in this case results in only
load to occur as shown in Fig. 3. In our OTDM system receive’, 1% reduction in spectral efficiency. This single pulse defines
each all-optical logic gate shown in Fig. 3 is a UNI. The ina reference for the beginning of the OTDM slot at the receiver
coming network pulse train at the slot marker (SM) detectidhat is insensitive to variable propagation delays on the system
UNI is timed viar; in Fig. 3 so that the global clock pulses andus due to timing jitter and polarization-mode dispersion in the
slot marker are temporally aligned with the locally generategptical fiber channel separating the transmitter and receiver in
optical pulse train composed of 2 ps pulses at a rate of 12.5 G#g OTDM network.
and a center wavelength of 1545 nm. Bit-phasing between theAll-optical address comparison is achieved at the UNI bi-
network and local receiver pulse trains is maintained using ased to perform the BooleaxnD function shown in Fig. 3.
optoelectronic dithering phase-locked loop. When used as lanthis optical logic gate, the local receiver address is tempo-
optical logic gate, the control and signal pulse trains are bit-wisally aligned viar; to overlap one of the 12.5 Gb/s interleaved
compared with the Boolean logical function designed into theetwork packet address channels. The local address is gener-
UNI and the resultis output on the signal pulse train wavelengtited from the single slot marker reference using standard op-
The slot marker detection UNI is configured to perform a logical multiplexing methods [46]. In this experiment, the local
ical NAND function which results in a single pulse output that oaceceiver address [1001] is generated in the PPM format with
curs for every absent slot marker pulse on the incoming netwald.4 ps PPM delay as shown in Fig. 6. The network slot ad-
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' 80ps ' [27]. It should be noted that the UNI is shown to be stable over
w0l 84.4 psl—le—r}—) 75.6 ps time periods longer than one hour because each logic gate was
' i biased for operation and untouched during the collection of all
data shown in Fig. 7. In addition, the address-space is scalable
So.75k . and can be fully utilized because keyword comparison [50] is
8 not required. Finally, an important feature of this address-com-
%’o_so_ i parison technique is that complementary Boolgar logic is
§ achieved from an opticalND gate because each address is gen-
£ erated using the PPM format in which a pulse is present for both
0.25- . logical “0”s and “1"s. Therefore, when either a “0” or “1” ad-
M /J VJ dress match is detected, the UNI outputs a pulse and an address
0.00 I . match is verified in this example when four optical pulses are

0 200 400 600 800 1000

output from the address comparison UNI in Figs. 3 and 7.
Time (ps)

The output of the optical address comparison gate is pro-
Fig. 6. Digital sampling oscilloscope trace showing the local receiver opticaessed by a high-speed 4-inpud gate to determine whether
address generated from the single slot marker pulse. The address correspgidsot all of the address pulses match. If an address match be-
to [1001] with a pulse position modulation delay of 4.4 ps. tween the local receiver and network header is determined, the
“1” output from the 4-inpuND gates the error detector in Fig. 3
Receiver — for the 100 ns OTDM network slot length. The data input into
Sckens Address Compare € €ITOr detector is provided by optically demultiplexing one of

[1001] Signal the eight 12.5 Gb/s PRBS data sequences from the OTDM slot
e nea s any | UN payload and by converting the data format from PPM to on-off
jijcontro) keying using the demultiplexer UNI shown in Fig. 3. If an ad-

cC C C C C swm . ) .
Network Address dress mismatch between the local receiver and network header is

[‘1 001‘ 01101..... 0] Mw_/\rM\%/\/‘w determined, the slot payload is intended for a different receiver
i on the network and the “0” output from the 4-inpND gate
[110010110..... 1] 3 M,,/\,_/_A,J\MM leaves the error detector in the inactive state.
[011001011..... 1] : The final optical logic gate in the OTDM network testbed
shownin Fig. 3is the demultiplexer. At present, we have demon-
[101100101..... 0] —A—Mj\f/\m strated all-optical demultiplexing of PPM data at rates up to
[110110010.....1] MMULW 80 Gb/s [57]. The reason that we have demonstrated 80 Gb/s

101 i I i instead of 1QO Gb/s as required for the current testbed is that
[owo__/] e e mg/\mu these experiments were performed at SONET standard rates

1250 bits Time (ps) which consist of 10 Gb/s and 40 Gb/s channel rates. Our 1:8
Fig. 7. Address comparison functional block diagram and experimenﬂgfu't'plexe.rv therefore prowded a top Qata rate 9f 80 Gb/s for
results. One 12.5 Gb/s bit-interleaved channel in the network slot address #he experiments presented in this section. Work is currently un-

the local receiver address are temporally aligned and bit-wise compared atmway to demonstrate aII—opticaI demultiplexing of 100 Gb/s
ultrafast nonlinear interferometer (UNI) with complementary Boolean XO

functionality. The digital sampling oscilloscope trace indicates the addre%?'v_l dat".’l in th_e OTDM te_Stbed' OL.” e>.<perimental setup Tor de-
comparison results for six distinct network addresses that is achieved witireiltiplexing with the UNI is shown in Figs. 8 and 10. In Fig. 8,

6.4 dB extinction ratio. the data at the aggregate OTDM rate of 80 Gb/s is used as the
signal input to the UNI. Control pulses at 10 GHz gate the in-
dress is generated in this example by setting the pattern ger@ming signal data, routing every eighth pulse to the output of
ator to create a 1250-bit slot consisting of repeating copiestbf switch. The UNI is designed to provide a switching window
the [100 101 101] unit-cell such that 138 copies of the unit-ceduration of 5 ps. Because the switching window duration is less
plus eight remaining bits are contained in each slot. This tedhan the 6.25-ps PPM offset, the control pulses may be tem-
nique results in a 4-bit network slot address which changes frgrarally aligned to gate exclusively the “1"s in the overlapped
slot-to-slot by one sequential bit in the 9-bit unit-cell creating hannel of the aggregate OTDM data, thus providing a format
distinct addresses (i.e., [1001], [1100], [0110], [1011], [1101%onversion to 10 Gb/s OOK modulation at the output of the de-
[0101], and [0010]). Each network slot address is then bit-wigaultiplexer. A longer switching window could be used to main-
compared to the local receiver address at the UNI biased fain the PPM format.
AND operation as shown in Fig. 7. The address comparison UNIThe results of bit-error rate (BER) tests performed at the at-
is optimized to perform a logicalND function with a 2.5 ps tenuated output of the switch using a 10 Gb/s OOK optically
switching window and switching energies less than 20 fJ. Asreamplified receiver are shown in Fig. 9. The baseline is mea-
extinction ratio of 6.4 dB is achieved between matched and uwsured using the OOK data directly from one of the arms in the
matched address bits for the address comparison with 1 fJ sighBM modulator shown in Fig. 2. The control pulse and signal
and 19 fJ control pulsetrain UNI switching energies. This aghulse energies in the demultiplexing experiments were main-
dress comparison is scalable to OTDM slots with high-speg&gined at 500 fJ and 12.5 fJ, respectively. For aggregate PPM
serial data because the UNI is capable of 100 Gb/s bitwise logiata rates up to 40 Gb/s a maximum power penalty of 1.2 dB
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10 Gb/s
Receiver

Control

Fig. 8. Experimental setup for demultiplexing of data on signal input of UNI. MLFL: Mode-locked fiber laser. PPM: Pulse-position modulator. RF: Hig
birefringent polarization-maintaining fiber. DPLL: Dithering phase-locked loop.

4 v 10, 20, 40, and 80 Gbh/s and input to the control port of the UNI.
o v . e 10 Gbls As in the first demonstration, the UNI switching window dura-
v . o '133%;1',‘,2" tion of 5 ps provides a format conversion from PPM to OOK at
5 v, v 20 Gb/s the output of the UNI. In this setup, maintaining the PPM data
E ° - v gg gg;: format at the output of the switch would require splitting each
@ ° v " signal pulse into two pulses separated by the PPM offset.
2] ¢ o 3 - The results of bit-error rate tests at the output of this demul-
b3 ° v . tiplexer are shown in Fig. 11. Error-free operatiddbR <
T 7 vV 10"?) is obtained for all aggregate data rates with control and
e o - signal pulse energies of 25 fJ and 12.5 fJ, respectively. Because
8- v V . : .
e O - the signal pulses are at the demultiplexed rate, the contrast ratio
9 Y Y - — of the demultiplexer between signal pulses is not as important in
® o vy " this experiment as in the first demultiplexing experiment. Thus,
10 40 38 36 34 32 good performance is obtained with significantly reduced con-

trol pulse energies. For aggregate control pulse data rates of up
to 40 Gb/s a small power penalty ef 0.5 dB from baseline is
Fig. 9. Bit-error rate (BER) performance for demultiplexing from aggregatgbserved. At 80 Gb/s the power penalty of 2 dB is thought to be
PPM data rates of 10, 20, 40, and 80 Gb/s on signal input to UNI. a result of the increased saturation of the SOA due to the high
average power of the control pulses.
ata BER of 107 is observed. This penalty is largely due to the Polarization sensitivity is an important issue that we have
wavelength selectivity of the receiver and the imperfect contraginsidered in the design of our slotted OTDM receiver. The
of the demultiplexer. The larger power penalty of 3 dB observadNI gate configuration exploits nonlinearities in the SOA to ro-
at 80 Gb/s is due to intersymbol interference (ISI) in the UNtate the signal pulse polarization and achieve ultrafast switching.
This penalty arises because signal pulses in the UNI are splite polarization sensitivity of the UNI to signal and control in-
into orthgonally polarized pairs, temporally separated by 5 ga,ts shown in Fig. 1, however, are not equivalent. The primary
by the birefringent fiber. Because of the PPM data format, pulsesurce of polarization sensitivity in the UNI is the signal input
in the data stream may be separated by as little as 6.25 ps. Thesause the signal pulse polarization must be carefully aligned
adjacent pulse overlap may occur in the UNI leading to the otw the birefringent fiber to produce equal amplitude, temporally
served ISI. This effect may be mitigated by reducing the lengtieparated orthogonal pulse components inside the switch. Sen-
of birefringent fiber in the UNI, thereby reducing the tempordaditivity to the control pulse polarization is minimal because the
separation of the signal pulse pairs in the SOA. nonlinearity induced in the SOA is largely due to control pulse
Because the use of PPM data reduces gain-saturation indusatliration of the carrier density and we use commercial SOAs
patterning in the UNI, demultiplexing may also be performedith gain polarization dependened. dB. In order to minimize
with data at the aggregate rate (80 Gh/s) used as the contha polarization sensitivity of our OTDM receiver, we direct the
input to the UNI [57] as shown in Fig. 10. In this configuraiocally generated fixed-polarization receiver clock into the po-
tion, the UNI acts as a wavelength converter, converting evdeyization-dependent signal inputs and the uncontrolled-polar-
eighth control pulse to the signal wavelength. As in the previoimation 100 Gh/s network data into the polarization-independent
demonstration, signal and control pulses are provided at 10 Getmtrol inputs of the slot marker, address comparison, and de-
repetition rates by two mode-locked fiber lasers producing 2 pultiplexer UNIs shown in Fig. 3.
pulses at 1550 and 1545 nm. The control pulses are modulatetVe have demonstrated a slotted OTDM multiaccess net-
with a PPM data pattern. To demonstrate the pattern-indep&rerk testbed capable of operating at 112.5 Gb/s line rates. A
dent operation of the switch, a long data pattern of length-2  headend provides global network timing and slot definition. The
is used. The PPM data is then passively multiplexed to ratestiEnsmitter generates a scalable address header and 100 Gb/s

Received Power (dBm)
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10 GHz(7\

Fig. 10. Experimental setup for demultiplexing of data on control input of UNI. MLFL: Mode-locked fiber laser. PPM: Pulse-position modulatorighyr: H
birefringent polarization-maintaining fiber. DPLL: Dithering phase-locked loop.

‘T " speeds as high as 160 Gb/s and beyond, these systems will likely
- ® 10 Gb/s require very dense dispersion management which could limit
Baseline : . . . . i
5] ° Z . o ;g gg;s their applicability with currently mst_alled flbe_r [59], [60]. To
_ . ¥ 40 Cus date, most of the reported transmission experiments at 160 Gb/s
o - = 80 Gbis and higher have used quasilinear transmission in which the path-
@é 6 ° & averaged dispersion is close to zero and the dominant nonlinear
> " effect is intrachannel four-wave mixing [61], [62]. Because we
o7 ¢ = plan to eventually transmit data on a previously deployed in-the-
8 3 . ground fiber infrastructure, we have chosen to use quasilinear
L transmission with accurate dispersion compensation at the ac-
L o—--—--- B cess points. We believe that this approach in combination with
10 . § v . optical regeneration, is one of the most promising avenues to-
-40 -38 -36 -34 -32 ward a 160 Gb/s OTDM network.
Received Power (dBm) In the quasi-linear regime, a significant impairment to short
Fig. 11. Bit-error rate (BER) performance for demultiplexing from aggregateulse propagation in optical fiber is intersymbol interference.
PPM data rates of 10, 20, 40, and 80 Gb/s on control input to UNI. Two significant sources of intersymbol interference are incom-

plete dispersion compensation and nonlinear intrachannel in-

pseudorandom data payload using pulse-position modulatf@ﬁfer?”ce-_ The most commonly used c_ilsperglon compensatlo_n
signaling format. The receiver achieves self-synchronizationFhnique is to balance second order dispersion accumulated in
slot timing, address comparison, and data rate downconversfi{ansmission fiber span by a length of fiber with the opposite
using three cascaded all-optical logic gates operating at tHgPersion. While dispersion management s widely used in con-
112.5 Gb/s network line rate. For the experiments presented’g"tional WDM systems, the amount of dispersion that can be
this section, the transmitter and receiver in our OTDM testbdglerated in an OTDM system is much smaller than for a WDM
were separated by only a few tens of meters of optical fiber. F¥Stém of the same capacity. OTDM systems transmit data using
a true local area network demonstration, an OTDM system m&§0rt optical pulses with durations on the order of 1-3 ps. High

be able to operate with network node separations up to 100 knfatarates are then achieved by packing the data pulses as closely
together as possible. Because the pulses are closer together less

temporal broadening can be tolerated due to uncompensated
residual dispersion in the transmission fiber span before inter-
During the past year, we have begun to investigate transnsmbol interference limits system performance.
ting high-speed OTDM data over significant distances of fiber The dispersion map for our transmission experiment con-
as required in wide area third-generation packet-switched nsisted of 100 km of Corning LEAF fiber with a dispersion
work applications. Our ultimate goal is to successfully transnmof 4.1 pgnm - km followed by a dispersion compensation
and receive OTDM data over BoSSNET [58], an installed Eastodule comprised of 3.2 km of dispersion compensation fiber.
Coast fiber optic link operated by MIT Lincoln Laboratory, aFig. 12 plots the measured total dispersion of the 100 km span
single-channel rates of 160 Gb/s and beyond. We discuss hef& EAF® transmission fiber and the dispersion compensation
some of the challenges to transmitting short-pulses over filfdrer. The dispersion compensation module used in this paper
and report some of our recent results. was specifically tailored to eliminate both the dispersion and
For long-haul transmission at speeds up to 40 Gb/s, solitdispersion slope. The resulting total dispersion (plotted in the
transmission systems and dispersion managed soliton systemiddle curve) reaches 0 at a wavelength of 1547.4 nm with a
have been used to successfully transmit data over long distandéspersion slope of 3.6 pan?.
Although recent theoretical research suggests that there is th&he small residual dispersion slope would not pose a signifi-
potential for extending dispersion-managed soliton systemsdant problem for a WDM system, however in an OTDM system

IV. LONG-HAUL TRANSMISSION
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600 for even-ordered dispersion components can be implemented
500 with a phase-conjugating medium inserted at the midpoint of
400 the span, which causes the second half of the span to undo the
dispersion experienced in the first half [67]. Another promising
approach is to prechirp the input pulses in order to compensate
for any residual dispersion in the span [68]. This technique is ca-
pable of tunable dispersion compensation by feedback control
on the drive voltage into the prechirp phase modulator. Finally,
new and improved dispersion compensation fiber is being ag-
gressively researched, and some research groups have achieved
high-speed transmission by alternating spans of conventional
fiber with reverse dispersion fiber that is specifically engineered
to have a dispersion profile opposite to that of conventional

w
(=3
o

N
[=3
o

Dispersion (ps/nm)

-600g T g % 8§ B8 8 B fiber:[69] This apprqach, however, does not p_rovide tunablle dis-
I D - persion compensation and may be challenging to apply in cur-
Wavelength (nm) rently deployed fiber systems where the span lengths and fiber

Fig. 12. Measured dispersion for a 100 km span of Corning LE#er (top types have been preseleCtEd'
curve), dispersion compensation module (bottom curve), and the total dispersiofNonlinearity in the optical fiber can also be a significant im-

of both (center curve). pairment for short-pulse communication systems. In WDM sys-
tems, one of the most significant nonlinear effects is four-wave

A mixing, in which the nonlinear mixing of adjacent WDM chan-
: Input Pulse (2 ps sech) nels leads to a crosstalk penalty, see for example [70]-[73]. By
—===- Output Pulse (calculated) contrast, in single-channel OTDM systems the dominant effect
Output Pulse (measured) is interpulse cross-phase modulation (XPM), see for example

[64], [74]-[79]. The short-pulses in an OTDM data stream dis-
perse very quickly in optical fiber, spreading into many adjacent
timeslots before the original pulse sequence is restored by dis-
persion compensation. During the time when the pulses overlap,
nonlinear effects can cause the pulses to mix with each other,
which can lead to random fluctuations in the pulse amplitudes.
It has been shown that intersymbol interference due to nonlinear
pulse overlap is a strong function of the dispersion magnitude
Fig. 13. Calculated and measured pulse distortion after propagation ovarthe transmission and compensation fiber spans [74].
100 km of fiber with dispersion compensation. Third-order dispersion (disper- Fig. 14 presents the measured performance in our initial ex-
sion slope) causes the observed oscillations on the trailing edge of the p“'s‘beriments with OTDM transmission. In these experiments, the
data was transmitted over 100 km of LEARber with disper-
the dispersion slope can lead to significant pulse distortion, ev@pn compensation and an intermediate amplifier after 50 km.
when the center wavelength is adjusted to the zero-dispersidre input pulses were generated by a mode-locked fiber laser,
point [63], [64]. Fig. 13 shows the calculated and measur&chich produced transform-limited 2 ps pulses at a repetition
pulse shape for 2 ps pulses transmitted over the compensatgd of 12.5 GHz. The average power input to the transmission
span represented earlier in Fig. 12. Because of the limited spéiedr was 10 mW and the pulse train center wavelength was
available with optical detectors, the pulses were measured usligt7.4 nm. We tested both OOK and PPM data format trans-
a nonlinear optical sampling cross-correlator, in which the pulsgission. The pulses were passively multiplexed to single-wave-
is sampled by a comparatively short optical pulse in a nokength channel rates up to 50 or 100 Gb/s for PPM and OOK
linear medium. The oscillations seen on the trailing edge of thata transmission, respectively. At the receiver, the pulses were
pulse are characteristic of third-order dispersion. This effect cdamultiplexed to 12.5 Gb/s using an ultrafast nonlinear inter-
cause pulses to spill over into neighboring bit slots, leading terometer [57]. As an interim solution to the problem of clock
inter-symbol interference. For longer propagation distancesrecovery, we used a separate wavelength channel to transmit a
higher bit-rates, fourth-order dispersion will also prove to b&2.5 GHz clock tone along with the data signal. At the receiver,
significant. the clock tone was spectrally filtered from the data, and routed
In order to extend the propagation distance and mitigate tinte-a conventional low-speed phase-locked loop clock recovery
varying dispersion in a wide area OTDM network, more accsystem. For data rates up to 50 Gb/s, the data in Fig. 14 shows no
rate and possibly tunable dispersion compensation systems agipreciable power penalty for transmission over 100 km com-
be needed. One technique is to use tailored Bragg gratingptoed to back-to-back measurements. When transmitting 100
match the dispersion of a span [65]. Fiber Bragg gratings c@f/s data using on-off keying, a significant power penalty and
also be mechanically stressed to provide a tunable device egror floor is present. We believe both system impairments can
pable of compensating third order dispersion [66]. Another tecbe attributed to intersymbol interference at the receiver due to
nigue that is capable of providing exact tunable compensatimsidual uncompensated third-order dispersion in the transmis-
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-3

- g must have an electrical clock signal that is synchronized with
(a) ON-OFF KEYING the incoming optical data from a remote location. Several tech-
—e—100 km LEAF nigues have been developed to perform optical clock recovery

4t ~=~back-to-back 1 including resonant oscillator circuits [80], injection locking of
pulsed sources [81], and phase-locked loops [82]. Of these three,
rand phase-locked loops are one of the more flexible techniques.
g . The critical element of a phase-locked loop is the phase de-
] tector, which compares the phase of the local clock signal with
-7 the incoming data. Electrical phase-locked loops use a conven-
- 8l tional electronic mixer to compare the phase of a local oscil-
o . g lator to the incoming data, and they are therefore limited by
10l \5‘1) Gb'l:\'. ] the operating speed of mixers and photodetectors. Some im-
a1l 214 PRES - provement can be_ gained by using an electrooptic modulator or
12 . an electroabsorption modulator to compare the phases. In this

40 -38 -36 -34 -32 -30 -28 26 24 -22 approach, a locally generated electrical clock signal drives an

WPUIZSE-P‘OSITION MODULATION optical_ modul_ator t_hat modulates the optic_al data si_gnal. The
xy emerging optical signal can be detected with a relatively slow

5\ photodiode to measure the phase difference [83], however these

]
()

4 ‘:‘;gg:'t‘;iﬁ: ] devices are instead limited by the switching speed of the mod-
ulators. To overcome this limitation, one must use an optical
andi phase detection method, in which both the local clock and the
'5'.5'_6 incoming data are optical signals that interact in a nonlinear
] medium. Researchers at NTT use four-wave mixing either in
3’-7. ] an SOA or optical fiber to provide the nonlinear mixing be-
sl tween the clock and the data [84]. We currently use a UNI in
0 a dithering phase-locked loop to correct for phase-drift between
) h\. the incoming data and the local clock signal. This system can
-10} ) 4 . . . )
correct for slow phase drifts, but it currently relies upon an ex
-1 ] . . : .
A2 L _ 2%-1PRBS ternal electrical connection to provide frequency synchroniza-
40 -38 -36 -34 F;3(2 dB'3I$1) -28 -26 -24 -22 tion. We are currently investigating alternative clock recovery

schemes that can acquire both phase and frequency.

Fig. 14. (a) Measured bit-error rate performance for long-haul transmission of A [1_~nti ; _
on-off keyed OTDM data at rates up to 100 Gb/s. (b) Measured bit-error rate Al opt|cal DUIse regeneration has been demonstrated pre

performance for long-haul transmission of pulse-position modulated OTDWOU?’ly in t_he nonlinear optical loop mirrpr [2_4]1 _Ultrafe_‘St
data at rates up to 50 Gb/s. nonlinear interferometer [18], polarization-discrimination

symmetric Mach—Zehnder [19], Mach—Zehnder interferometer

sion fiber span and intersymbol interference in the UNI demJéS]' delayed interference signal converter [86], Michelson

: o ; terferometer [87], and electroabsorption modulator [88].
tiplexer when aggregate OTDM data is input to the signal poff o . s .
Ipiexerw ggreg 'S inpu 'gnatp Xs discussed previously, semiconductor-based switches offer

advantages over fiber-based switches due to the large nonlinear
response of the semiconductor. However, carrier dynamics in
In order to overcome the transmission penalties incurred by semiconductor can have deleterious effects on an optical
chromatic dispersion and fiber nonlinearities during short opticsignal (e.g., from ASE or pattern-dependent gain saturation)
pulse propagation over long distances, the network data pulgeich may be unsuitable for regenerator applications. For these
train can be periodically regenerated. In WDM systems, regeapplications, optical fiber, with its ultrafast nonlinear response
eration of a distorted optical signal is achieved by converting {e:10 fs), may provide a more suitable nonlinear medium. The
an electronic signal, demultiplexing the data to many lower ratelatively small nonlinear response of an optical fiber requires
streams for parallel processing, followed by remultiplexing toa long interaction length~(1-5 km) in fiber-based switches.
high-rate electronic signal that is then remodulated onto the déswever, the associated latency of these switches may not
sired optical carrier. In OTDM systems, the use of short optiché important in applications such as all-optical regeneration
pulses makes possible 3R regeneration in which the data puldeere processing of the signal after the switch is not required.
train is reamplified, reshaped, and retimed using all-optical tech-significant challenge for fiber-based switches is polarization
niques. The key components of an all-optical 3R regenerator arstability caused by temperature fluctuations and acoustic
a local optical pulse source, clock recovery to synchronize th#fects in the fiber. One solution, which has been applied
network and local pulse trains, and an ultrafast optical swit¢h the nonlinear optical loop mirror, is passive polarization
that is used to replace the distorted network pulses with trarssabilization using a Faraday mirror [89]. Here, we present
form-limited optical pulses generated in the regenerator. an all-optical regenerator based on the UNI which uses a
A critical challenge in all-optical 3R regeneration is clocklispersion shifted fiber as the nonlinear medium, instead of an
recovery. In order for a regenerator to successfully operate S®DA. Polarization stabilization is achieved by Faraday rotation

V. ALL-OPTICAL REGENERATION
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(Control IN) -
0.8
Local Clock | -
) S
(Signal IN) \ DSF = Dispersion Shifted Fiber < 0.6
Polarizer BPF = Bandpass Filter ~
PMF = Polarization Maintaining .E‘
Fiber 2
Regenerated o 0.41
Data Out £
Fig. 15. Folded ultrafast nonlinear interferometer with Faraday mirror passi
polarization stabilization configured to perform 3R all-optical regeneration. 0.2
in a switch configuration we call the folded ultrafast nonlinea ¢, i . L
interferometer (FUNI) [25], [30]. -40
While the true benefits of all-optical regeneration are rea Time (ps)
ized for operation on ultrafast data rate short-pulse trains, we @
demonstrate the viability of this switch stabilization techniqu 4 : : . ‘ : :
. . . T
for all optical regeneration of 2.5 ps pulses at 10 Gb/s usil I 1
the FUNI shown in Fig. 15. A local clock source generate 5+ a ™
transform limited 2.5 ps pulses at 10 Gb/s. Incoming netwo - 1
data pulses switch local transform-limited clock pulses out 6 7
the FUNI. Optical regeneration is achieved because the clc " ]
| dul i & 7T ]
pulses are modulated to match the bit pattern of the data puls 3 I - ]
At the signal input to the FUNI, the polarization of the cloci@, g 4
pulses is set to be linear and pass maximally through the g - l"— 4.5 ps _.}J
larizer. A length of polarization maintaining birefringent fiber @ 9f-----*------------------- L ----—
cross-spliced at 45to the polarizer splits each clock pulse intc * I n ]
two orthogonal components separated by 5 ps. A data pu 1°f |
stream is coupled onto the fiber so that the data pulses are 1 - " . u i
incident with one of the two polarization components create T E mE g " - ]
when the clock stream passes through the polarization ma 12 -
taining fiber. In the absence of data pulses, the clock pulses e EEEEEEes—
) 0 1 2 3 4 5 6
reflected out of the polarizer. In the presence of data pulsi
nonlinearities induced in the dispersion-shifted fiber produce Delay (ps)
relative phase shift between the two clock pulse polarizations (b)
and they pass through the polarizer to the circulator port 'abe'ﬁg. 16. (a) The folded ultrafast nonlinear interferometer (FUNI) switching
“Regenerated Data Out.” window has a double peak shape and 4.5 pulsewidth. (b) The FUNI when used

Polarization stabilized operation of the FUNI shown iffPr 3R regeneration provides error-free operatiiig < 10"*) for up to
. . . . . " 4.5 ps of timing jitter between the network data and local clock pulses.
Fig. 15 is achieved using a Faraday mirror to mitigate the
deleterious effects of birefringence in the fiber. Another attrac-

tive means of implementing a stabilized fiber switch is to use The FUNI switching window is shown in Fig. 16(a) and the
polarization maintaining fiber as the nonlinear medium [90torresponding tolerance to network data timing jitter is shown
This technique however, has a potential drawback: the highFig. 16(b). From these figures, the FUNI switching window
birefringence of the polarization maintaining fiber results in thevidth is related to the amount of timing jitter the device can
two orthogonal clock pulse components temporally overlappimpmpensate. By adjusting the dispersion shifted fiber length
or “walking-through” multiple network data pulses duringand the local clock pulse train wavelength, the FUNI switching
transmission through the device. This polarization maintainingndow width can be adjusted. The FUNI switching window
fiber induced walk-through causes an unpredictable phase-shkifown in Fig. 16(a) contains two peaks spaced by 5 ps because
due to network data pattern dependence as well as a degraaleétwork data pulse in the regenerator can temporally overlap
switch output contrast. In contrast, group velocity dispersiaither of the two orthogonal clock pulse components separated
is nearly zero around 1550 nm in dispersion-shifted fiber afy 5 ps. We used a 500 m length dispersion-shifted fiber, 1545
the clock and data pulse train wavelengths in the FUNI can ben network data wavelength, and 1555 nm regenerator clock
adjusted to alter the total walk-through to be a few picosecondgvelength in the FUNI to achieve a 4.5 ps switching window
In this case, a few picosecond “walk-through” slightly widenwidth for a single peak shown in Fig. 16(a).

the FUNI switching window which helps to correct timing jitter In order to verify that the FUNI jitter tolerance is approxi-

on the incoming network data pulse train. mately equal to the switching window single-peak full-width at
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4 T T T y T y T VI. CONCLUSION
(W]
- m Baseline In this paper, we present ultrafast slotted optical time-di-
5l 0 O Folded UNI | vision multiplexed networks as a viable means of achieving
m a highly capable next-generation all-optical packet-switched
—_ O network which provides simple network management, the
ﬁ 6 u 1 ability to support variable quality of service, self-routing of
m E packets, scalability in the number of users, and the use of digital
g 7 ) 1 regeneration, buffering, and encryption. We have discussed
S . . | the ultrafast nonlinear interferometer semiconductor-based
s O optical logic gate which uses efficient cross-phase modulation
] et n il to achieve bitwise logical operation at data rates in excess of
10 | u - | 100 Gb/s. We have demonstrated a slotted OTDM multiaccess
O network testbed capable of operating at 112.5 Gb/s line rates.
"r " In this system, a headend generates a 12.5 Gb/s global clock
e _4'0 ‘ _3'9 ‘ _3'8 ' _3'7 ' __,:6 and defines the 100 ns system slot boundaries. The transmitter

generates a 4-bit address header and 100 Gb/s pseudorandom
data payload using pulse-position modulation signaling format.
Fig. 17.  Folded UNI bit error rate test (oper;ﬁsquares) compared to referefihe receiver achieves self-synchronization to slot timing, 4-bit
eyod data at 10 Gbls. The power penalty between fhe baseling and the FRFTESS Compavison, and data rate downconversion using three
at an error rate of 10° is 0.5 dB. cascaded all-optical logic gates operating at the 112.5 Gb/s
network line rate. Long-haul propagation of short optical pulses
has also been investigated and we have shown that 2.5 ps wide
half-maximum, the network data was regenerated onto the 10880 Gb/s OOK and PPM pulsetrains can be successfully trans-
clock wavelength and set at a3 error rate. A manual optical Mitted over 100 km distances. Finally, we have investigated
time delay in the local clock pulse train path was used to simg@R all-optical regeneration as a viable cost-effective means

Received Power (dBm)

late timing jitter between the clock and data. Fig. 16(b) verifie®f extending the long-haul distance of our OTDM network to
that the FUNI timing jitter tolerance is 4.5 ps for error-free ope#istances much greater than 100 km.

ation BER < 107?), as predicted from the switching window
width, for a received optical power 6f32 dBm network data
pulse energy, and 660 fJ local clock pulse energy.
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10 Gb/s receiver. The network data consists ot'a-21 length
pseudorandom bit-pattern modulated onto a 10 GHz repetition
rate optical pulse train at 1545 nm. The local regenerator clock[l]
consists of a 10 GHz repetition rate optical pulse train at 1550
nm. In this experiment, the network data pulse energy was 4.6 pJ
and the local regenerator clock pulse energy was 170 fJ. The rel?!
sults of the bit-error rate test are shown in Fig. 17. The baseline
is measured by sending the 10 Gb/s network data directly intd3l
the preamplified receiver without the FUNI regenerator. We be-[4
lieve that the small 0.5 dB power penalty incurred at a bit-error
rate of 10° is caused by the small gain ripple present in the
receiver optical preamplifier between the regenerator clock and
network data wavelengths. [5]

Our 10 Gb/s results indicate that the folded UNI is capable
of providing 3R regeneration in an all-optical network. Because [g]
the FUNI is implemented using dispersion-shifted fiber and a
Faraday mirror, the switch architecture provides both inherentm
polarization stability and a tunable switching characteristic. We
have demonstrated that the FUNI can achieve 3R regeneration
of 2.5 ps optical pulses with minimal switch-induced distortion
and atolerance to network data timing jitter of up to 4.5 ps while
still maintaining error-free operation. Due to the short switching [©]
window width< 5 ps, we believe this device should be capable
of operation at single channel rates beyond 100 Gb/s.
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